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Preface

This volume of De lege includes articles by scholars on a wide range of
subjects, all dealing with “artificial intelligence” (AI) and the digitalisa-
tion of society. Some of the authors have dealt with Al and digitalisation
for a long time, others are specialists in other fields of law and have, in
this volume, turned their focus on these matters. We are especially glad to
have contributors from other faculties within Uppsala University, as well
as authors from other universities.

We wish to thank all the contributing authors for the co-operation in
making this volume possible. We also want to thank Vice Dean, Professor
Anna Jonsson Cornell for support during the project. The English proof-
reading has generously been funded by Professor Bengt Domeij and his
Huselius funds. The printing of this volume has been funded by the Emil
Heijne’s Foundation for Research in Legal Science (Emil Heijnes stiftelse
[for réttsvetenskaplig forskning), for which we are grateful.

Uppsala, February 2022
Katja de Vries Mattias Dahlberg
Editor Editor
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Katja de Vries

Introduction to the
De lege Yearbook 2021:
Law, Al and Digitalisation

1 Al and Digitalisation: what is it?

Artificial Intelligence (Al) is everywhere — but what is AI? Those working
with Al often discard the notion as a vague buzzword and instead prefer
speaking about Machine Learning (ML), which is the dominant set of
techniques driving the current Al revolution. ML, in turn, has deep ties
to good old-fashioned statistical methods. As a well-known joke states:
When you're fundraising, its AL When you're hiring, its ML. When you're
implementing, it’s statistics. No wonder that the definition of Al is a con-
tested topic in the proposed Al Act.! In the initial version, proposed by
the Commission on the 21% of April 2021, it says in Article 3(1):

‘artificial intelligence system’” (Al system) means software that is developed
with one or more of the techniques and approaches listed in Annex I? and
can, for a given set of human-defined objectives, generate outputs such as
content, predictions, recommendations, or decisions influencing the envi-
ronments they interact with

! European Commission, Proposal for a Regulation of the European Parliament and of
the Council laying down harmonised rules on artificial intelligence (Artificial Intelligence
Act) and amending certain Union legislative acts (COM(2021) 206 final), 21 April 2021.
2 Annex [ states: Artificial Intelligence techniques and approaches referred to in Article 3,
point I

(a) Machine learning approaches, including supervised, unsupervised and reinforce-
ment learning, using a wide variety of methods including deep learning;

11
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Criticised for being a too broad and vague grouping of techniques, the
Council proposed to reformulate this in the presidency compromise text®
(29t of November 2021) into a much narrower definition, which mainly
comprises ML systems that transform input data (such as passenger data)
into output data (such as “potential terrorist” and “ordinary traveller”)
according to a rule (that is, a model) that is bottom-up inferred from
training data (that is, existing data relating to confirmed terrorists and
ordinary travellers, respectively):

‘artificial intelligence system’ (Al system) means a system that (i) receives
machine and/or human-based data and inputs, (ii) infers how to achieve a
given set of human-defined objectives using learning, reasoning or model-
ling implemented with the techniques and approaches listed in Annex 14,
and (iii) generates outputs in the form of content (generative Al systems),
predictions, recommendations or decisions, which influence the environ-
ments it interacts with;

The definition of “Al system” will no doubt be further contested and
refined during the remainder of the legislative process. From a computer
science perspective, Al is as vague a notion as it ever was. Yet, discussing
Al has become unavoidable, precisely because it is currently crystallizing
as a concept within legal, political, policy and public discourse and as
an object for legal and ethical regulation. Law, like always, is pragmatic.
It does not aim to pinpoint a metaphysical essence of an Al system. In-
stead, it defines Al in a way that fits the regulatory purpose. For example,
in the aforementioned definitions of ‘Al system’ from the proposed Al
Act, the last part reads that its outputs ‘influence the environments it
interacts with’. Given that the Al Act aims to regulate Al systems that
could adversely impact on society or individuals, and explicitly excludes

(b) Logic- and knowledge-based approaches, including knowledge representation, in-
ductive (logic) programming, knowledge bases, inference and deductive engines, (sym-
bolic) reasoning and expert systems;

(c) Statistical approaches, Bayesian estimation, search and optimization methods.

3 Council of the European Union, Proposal for a Regulation of the European Parliament
and of the Council laying down harmonised rules on artificial intelligence (Artificial
Intelligence Act) and amending certain Union legislative acts — Presidency compromise
text, 29 November 2021, available at: https://www.statewatch.org/media/2963/eu-coun-
cil-ai-act-compromise-text-14278-21.pdf.

4 Annex I (n. 2).

12
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any general-purpose Al from its scope,’ this definition makes sense from
a regulatory perspective. Yet, if one was to create a dictionary entry for
“AI”, an exclusion of non-influential, general-purpose Al would be an
unwarranted limitation of the term’s scope.

It is often a conglomerate of techniques, applications or situations that
is the object of regulation, not merely Al in a narrow technical sense. As
Bruno Debaenst (Chapter 1) poignantly argues, the impact of the cur-
rent Al revolution, that is, the fourth industrial revolution, on law, can-
not be understood in isolation from earlier industrial revolutions. While
some legal challenges posed by the Al revolution are truly novel, other
challenges overlap with those raised by the third industrial revolution,
that is, the digital revolution of computer automation. To underline this
regulatory intertwinement, this book is entitled Law, Al and Digitalisa-
tion: addressing regulatory digitalisation challenges is often a necessary
step before advancing to challenges posed by Al as such. An example is
intellectual property (IP) questions, raised by avatars mimicking human
behaviour, looks or speech that are created using Al techniques, so-called
synthetic avatars. Such avatars can, for example, be used as vocational ava-
tars, that is, as digital stand-ins for human professionals, such as teachers®
or actors.” Vocational avatars can be created by training them on footage
from flesh and blood equivalents, which involves making copies of that
footage for training purposes. Anyone who wants to create vocational av-
atars will, thus, have to find training materials and tackle the question of
who owns the copyright over them. These are questions that are already
highly relevant in today’s world where teaching has become increasingly
digitised due to the pandemic. Can a university re-use a recorded lec-
ture if a teacher does not consent? Who owns the copyright over digit-
ised teaching materials produced at today’s universities — the university
teacher or the employer? And if it is the university teacher who holds the
copyright, does the university have a right of usage? As Marianne Rodvei
Aagaard (Chapter 10) argues, in Sweden, teachers are normally copyright
holders of their teaching materials, but the university could, in a lim-
ited set of situations, also have some usage rights. While Rodvei Aagaard

> Article 52a and Recital 70a Al Act (n. 3).

¢ Kristin Houser (2018). The world’s first digital teacher just debuted in New Zealand.
Tomorrow’s teachers won't all be flesh and blood, The Byte, online available at: https://
futurism.com/the-byte/digital-teacher-new-zealand-will.

7 Mathilde Pavis (2021). Rebalancing our regulatory response to Deepfakes with per-
formers’ rights. Convergence, 27(4), 974-998.

13



Katja de Vries

does not discuss the reuse of teaching material as training material for a
robot teacher, the question of the permissibility of such reuse is likely to
develop along the same lines as more conventional forms of reuse. Even
if the conclusion might be different (for example, because re-streaming
a recorded lecture was an intended and foreseeable re-use, while training
an avatar-teacher was not), the analysis of the avatar situation would still
make use of the same legal framework and concepts.

The reuse of digital teaching materials is a clear example of continuity
between legal challenges raised by the third industrial revolution (com-
puter automation and digitalization) and the fourth industrial revolution
(Al). In contrast, certain Al systems, such as the high frequency trading
algorithms used in financial markets (Magnus Strand, Annina H. Pers-
son, and Malou Larsson Klevhill, Chapter 22) or the Al-based automated
grading systems, discussed by Cecilia Magnusson Sjéberg and Rebecka
Weegar (Chapter 16) clearly go beyond the legal challenges raised by
computer automation and digitalisation. Automated decision-making
(ADM) and risk assessment systems, which are discussed by several au-
thors in this volume, can be based on ML techniques, and more tra-
ditional systems, based on digitisation and automation. The choice of
topics in this volume is characterised by a legal pragmatism: it does not
only address Al in a narrow sense, but it also tackles more classical digi-
talisation and computer automation questions in as far as they continue
to be relevant in an Al context.

2 Al and Digitalisation: where is it?

While the question of whar Al is might be contested, the question of
where it is can be answered quite easily: it is almost everywhere. During
the last few years, Al systems have become so ubiquitously applied that
they hardly left any aspect of life untouched. Al is used in surveillance,
healthcare, smart cars, decisions relating to social welfare benefits, finan-
cial investments, generation of texts and other media, grading, research,
warfare, fraud detection, border control, etc., etc. The list could easily
be extended to fill the rest of the page. With every field that Al touches
upon, it also raises a particular set of legal questions. These questions are
often very fundamental questions: when activities, which used to be a
matter of human discernment — fighting a war, deciding how to invest
money, making a medical diagnosis or driving a car — are delegated to Al,
it forces us to revisit the ground rules of these activities.

14
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The contributions in this volume represent the multiplicity, broadness
and richness of the legal questions raised by Al. They are organised into
three parts: (I) Al digitalisation and law: foundational explorations, (II)
challenges posed by Al and digitalisation to particular areas of law, and
(III) AI and digitalisation in practice: legal perspectives.

3 Al digitalisation and law: foundational
explorations (Chapters 1-7)

The first part of this volume (Chapters 1-7) discusses legal foundational
questions raised by Al. How to deal with a new phenomenon? In Stanley
Kubrick’s movie, Space Odyssee 2001, bewildered apes gather around a rec-
tangular black monolith that lands on the prehistoric earth, and as their
fear makes place for curiosity, they begin to touch and explore the surface
of the unknown object. Al, like KubricK’s black monolith, is a new phe-
nomenon that needs to be approached with explorative questions. How
does the impact of Al compare to earlier technological revolutions? How
should we relate to AI? How do we steer it? What data do we feed it? The
chapters gathered in Part I: Al and Law — foundational explorations all
breathe an explorative spirit that is similar to the one that dominates the
beautiful opening sequence of Space Odyssee 2001. In Chapter 1, Bruno
Debaenst moves between legal history and legal futurology. He looks at
the current Al revolution (the fourth industrial revolution) and compares
its potential impact on law with the first, second and third industrial
revolution. Chapters 2, 3 and 4 look into ways to relate to Al and the
legal status granted to it. In Chapter 2, Annika Waern uses her field of
expertise, Human-Computer Interaction, to present the different types
of relations that humans can have with Al; she argues that not all types of
relations are equally desirable from a societal and normative perspective.
In Chapter 3, Bert Lehrberg discusses the question if Al could be attrib-
uted some form of legal personhood. He connects this question to three
settings: algorithmic contracting, autonomous functioning vehicles and
artificial general intelligence. In Chapter 4, Anni Carlsson addresses the
question of legal personality for Al from a completely different angle; she
looks for legal guidance in fiction, as ‘law is also present in an imaginary
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society’.® She shows how humanoid robots can challenge the legal dichot-
omy of legal property and personhood. In Chapter 5, Stanley Greenstein,
Panagiotis Papapetrou and Rami Mochaourab discuss the difficulties in
building human values into the design of Al when the promoting of one
human value is often at the expense of another competing human value.
After a theoretical discussion of value sensitive design, the authors show
how three values derived from the field of data protection, namely ex-
plainability, privacy and accuracy, are used for the construction of an Al
system that predicts the diagnosis of future patients and that is trained on
medical patient data. Training data is an indispensable basic ingredient
for the creation of any Al model. The last two Chapters (6-7) in the first
part of this volume deal with the question of where to find (training) data
to fuel Al innovation. In Chapter 6, Katja de Vries discusses the options
for a researcher who wants to use personal data. Is it better to use personal
data (which entails compliance with data protection legislation) or is it
possible to use non-personal surrogates, such as synthetic data or data
of deceased people? In Chapter 7, Bengt Domeij throws light on some
newly proposed pieces of EU legislation, such as the Digital Markets Act
and the Data Act. He dives into the question of how the EU proposes to
facilitate business-to-business data sharing and under which exceptional
circumstances businesses could be legally forced to share industrial data.

In thinking about specific legal challenges following from Al and digi-
talisation, one could, broadly speaking, take one of the following two
approaches: either one departs from a particular freld of law and discusses
the various challenges posed to it, or one takes the opposite direction
by departing from Al and digitalisation in practice, that is, a particular
tool or field of application, and then studying which legal challenges are
evoked. This division is the organisational principle that informs the sec-
ond and third part of this volume. It should, however, be underlined that
the division is not watertight. Most contributions in this volume look
at one or more legal fields, as well as at a particular Al application. Yet,
in most contributions, one of these perspectives is more dominant. The
second part of this volume (Chapter 8-14) gathers contributions where
the dominant perspective is an engagement with the challenges posed
by Al to particular legal fields, such as constitutional law, intellectual
property law or international humanitarian law, whereas the contribu-

8 Jaakko Husa, ‘Comparative law, literature and imagination: Transplanting law into
works of fiction’ (2021). 28(3) Maastricht ] Eur Comp Law 371, 383.
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tions gathered in the third part (Chapters 15-22) are characterised by
predominantly departing from Al and digitalisation in practice, that is, a
particular tool or application.

4 Challenges posed by Al and digitalisation to
particular fields of law (Chapters 8—14)

In Chapter 8, Markku Suksi provides a thorough discussion of the use of
ADM tools in relation to Finnish constitutional and administrative law,
notably in relation to central concepts such as legality and rule of law, and
makes some interesting comparisons to the Swedish legal framework. In
Chapter 9, Inger Osterdahl looks at the possibilities for regulating lethal
autonomous weapon systems in the context of #he law in war, or interna-
tional humanitarian law, notably discussing the framework provided by
the United Nations (UN), the Swedish policy position, and the contro-
versial role of human control over advanced weapon systems. The authors
of the following two chapters (10-11) all engage with Al and digitisation
through the lens of intellectual property law. In Chapter 10, Marianne
Rodvei Aagaard addresses a question that is of great practical importance
in a time where the pandemic has made teaching increasingly digital:
namely, who owns the copyright over digitised teaching materials — the
university teacher or the employer? In Chapter 11, Silvia Carretta lays out
the problems associated with content moderation of copyright-infringing
material on the internet and the controversial Article 17 of the Copy-
right Directive 2019/790, which establishes a platform liability which, in
practice, seems to make the use of automated upload-filters unavoidable.
In Chapter 12, Mikael Hansson takes a labour law perspective. Can an
Al system be an employer and hence have employer liabilities? Hansson
discusses this thought-provoking question by looking at two Swedish la-
bour law cases and one case decided upon by the Court of Justice of the
European Union (CJEU) and concludes that Al cannot be held liable in
the way a human employer can. In Chapter 13, Viadimir Bastidas looks
at the practice of algorithmic personalised price-discrimination from an
EU competition law perspective. When personalised pricing entails that
an undertaking, to a certain extent, may determine market conditions,
could this result in the applicability of Article 102 Treaty of the Func-
tioning of the European Union (TFEU), which prohibits abuse by an
undertaking in a dominant position and sets limits for the exercise of
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market power. Through a detailed analysis of case law, Bastidas raises sev-
eral pivotal questions, for example, if the abuse in Article 102 TFEU only
refers to behaviour directed towards other competitors or if it could also
include the differential treatment of end-consumers. All in all, Bastidas
concludes that, in theory, a wide interpretation of Article 102 TFEU may
include cases on personalised prices, even though such an interpretation
does not seem very likely given the existing case law. Part 2 of this volume
is concluded by a contribution by Mattias Dahlberg that departs from
the field of zax law. In Chapter 14, Dahlberg discusses the problem that
the digital economy requires hardly any physical presence in the market
state and that giant tech companies can get away with paying very little
taxes by establishments in low-tax jurisdictions, which are not represent-
ative of the markets that they serve. New legislation on the taxation of
multinational enterprises proposes to break away from traditional taxa-
tion principles and allow market states to tax the income generated in
that state. However, to determine the income generated in a state could
require extensive surveillance of how consumers use digital services and
could result in infringements on consumer privacy.

5 Al and digitalisation in practice: legal
perspectives (Chapters 15-22)

Part 3 opens with two chapters looking at the legal implications of using
Al in educational settings. In Chapter 15, Liane Colonna discusses the use
of Al-tools in higher education (HE), such as remote-based proctoring
or predictive learning analytics, from the perspective of the proposed Al
Act.” Colonna questions how well the risk-based approach of the Al Act,
which categorises Al systems as entailing unacceptable, high, limited or
minimal risks, fits the reality of educational Al, where it will often be
difficult to categorise the Al system because of the unforeseen uses that
can emerge in complex and large HE institutions. Colonna also observes
that a university, in many situations, is likely to be both the provider and
the user of an Al system. Two other sources of concern are that the Al
Act has a largely technocratic approach which puts a lot of responsibility
on the risk self-assessment by the Al developer that seems to exclude a
participatory discussion with universities, students and teachers, and that

9 AT Act (n. 1).
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the AI Act is unlikely to sufficiently mitigate the potential abuse caused
by biometric technologies like facial recognition in educational settings.
In Chapter 16, Cecilia Magnusson Sjoberg and Rebecka Weegar look at Al-
based automated grading systems, both from a computer science and a
legal perspective. They describe a pilot project at Stockholm University
where a compulsory one-page written assignment was graded using an
Al-model. The model was trained on assignments that were graded by
human graders. The Al-assigned grades were compared with grades given
by two human graders. Sjéberg and Weeberg discuss how the combina-
tion of Al and human grading could potentially lead to enhanced equal
treatment of students.

The next two Chapters look at the use of A7 in healthcare. In Chap-
ter 17, Santa Slokenberga looks at three types of EU regulatory responses
to medical ML used in paediatric care: the General Data Protection Reg-
ulation,'* the proposed Al Act'' and the Medical Device Regulation.!?
She argues that none of the surveyed legal instruments contribute to fur-
thering the development and availability of the devices directly and thus,
the EU misses a chance to contribute to reducing the therapeutic gap
in paediatric medical care. In Chapter 18, Charlotte Higberg and Stefan
Larsson ask what role transparency and explainability of Al could have in
relation to patients’ rights and information flows in Swedish health care.
They argue that, as is often falsely argued, the highest quality of health
care is not opposed to transparency and that, in fact, the best possible
health care cannot be achieved without transparency.

In Chapter 19, Katarina Fast looks at the use of Al in child-related
social services. She gives an overview of several Al tools that have been
used by social services to identify children at high risk of maltreatment.
Most of these tools have been adopted in a context of struggles related
to increases in caseloads, funding cuts and staff shortages and ambitions
to increase digitalisation. Due to legal, ethical and public trust problems,

10 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data
and on the free movement of such data and the repealing Directive 95/46/EC (General
Data Protection Regulation) (Text with EEA relevance) OJ L 119, 4.5.2016, 1-88.
AT Act (n. 1).

12 Regulation (EU) 2017/745 of the European Parliament and of the Council of
5 April 2017 on medical devices, amending Directive 2001/83/EC, Regulation (EC)
No 178/2002 and Regulation (EC) No 1223/2009 and the repealing Council Directives
90/385/EEC and 93/42/EEC (Text with EEA relevance) OJ L 117, 5.5.2017, 1-175.
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many of these tools have been discontinued. Fast, then, raises the ques-
tion of what would be needed to make such tools compatible with rele-
vant children’s rights as laid down in the UN Convention of the Rights
of the Child, and other legislations, such as the European Convention of
Human Rights, the EU Charter of Fundamental Rights, General Data
Protection Regulation 2016/679 and the proposed Al Act.

The following two Chapters look at Al-based decision-making and gov-
ernance in the public sector. In Chapter 20, Stefan Larsson and Jonas Le-
dendal present a comprehensive overview of the policy positions taken
by the government and public authorities in Sweden towards the use of
Al in the public sector. They compare the Swedish position with policies
and legislative initiatives at the EU level, as well as with research on the
use of Al in the public sector. One of their conclusions is the impor-
tance of creating a more specific legal and policy framework that articu-
lates how Al-based decision (support) systems can be used in the public
sector in a way that is in accordance with principles of good adminis-
tration and the values steering government employees in Sweden (“szaz-
liga virdegrunden”) and that preserves trust in public administration. In
Chapter 21, Johan Eddebo and Anna-Sara Lind provide a lively encoun-
ter between a philosopher of religion and a legal scholar, discussing the
question of if and how information, which affects discourses and opinion
formation in the public sphere in potentially undesirable ways, should be
governed by automated means. Eddebo and Lind introduce the notion
of double intransparency, in relation to the influence exercised through
algorithms within the framework of digital communication platforms
and contemporary media technologies: it pertains to both our inability
to access the algorithms as such, as well as the difficulties in reproducing
and examining their actual effects. They discuss several possible mitiga-
tion strategies, such as the ones in the Al Act, and call for a deliberation
that is both multidisciplinary and inclusive of all parts of civil society to
consolidate the foundations of liberal democracy in an age of algorithmic
content moderation.

The final contribution to this volume looks at the use of A/ in algorith-
mic financial trading. In Chapter 22, Malou Larsson Klevhill, Annina H.
Persson and Magnus Strand present an overview of the extremely complex
national Swedish and EU legislative framework, regulating algorithmic
high-frequency trading. One of the regulatory gaps identified by Klevhill,
Persson and Strand is the lack of a clear civil liability regime: while ad-
ministrative and criminal law sanctions can be good tools to promote
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legal compliance in the financial sector, the investor who suffers damages
following a mistake in a financial trading algorithm is not helped by that.

6  Concluding thoughts: Law in a world
organised by ML perceptions

As T have argued elsewhere,'? one pivotal characteristic of ML (and thus
of Al) in comparison to other technologies is the fact that it often revolves
around pattern discovery, or, to put it in more anthropomorphic terms, it
is a meaning-attributing technology. It perceives something as something.
In order not to crash, a smart car needs to see a tree as a tree, a pedestrian
as a pedestrian, a traffic sign as a traffic sign; an autonomous weapon
system needs to distinguish foe from friends and civilians from military
combatants; a financial investment Al needs to recognise a profitable
investment opportunity from a bad one; a medical diagnostic Al tool
should not mistake a malignant tumour and a benign one; a predictive
model used by social services should correctly identify which child is at
risk of being abused and which is not. This is the fundamental difference
between a more conventional one like a knife and an Al-tool: the knife
can cut a loaf of bread, but it does not perceive the bread as something
(healthy or unhealthy, old or fresh, etc.). Al-tools help humans to make
sense of the world: to see patterns and sometimes to propose new pat-
terns: for example, one can imagine a kitchen-Al that not only recognises
meals and gives the underlying recipe, but also suggests other recipes that
might result in even better meals. Making sense of the world used to be
a capacity belonging exclusively to humans, or, at the very least, to living
beings: ‘On an insignificant background of reality, imagination designs
and embroiders novel patterns: a medley of memories, experiences, free
fancies, absurdities and improvisations’.!* What is so revolutionary about
Al in the current Al-revolution is that it has introduced a category of

13 Katja de Vries, Privacy, due process and the computational turn. A parable and a first
analysis. In M. Hildebrandt & K. De Vries (eds.), Privacy, Due Process and the Computa-
tional Turn. The Philosophy of Law Meets the Philosophy of Technology (Routledge, 2013)
9-38.

4 August Strindberg, The Dream Play (transl. Edwin Bjsrkman; Charles Scribner’s Sons,
1912), online available at: hteps://www.gutenberg.org/files/45375/45375-h/45375-h.
htm In the Swedish original: ‘... pd en obetydlig verklighetsgrund spinner inbillningen
ut och vifver nya monster: en blandning af minnen, upplefvelser, fria pahitt, orimligheter
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pattern-recognising zools to support, or replace, humans in making sense
of the world.

How does law regulate AI? How does law capture Al inside existing
and new legal frameworks and concepts? The contributions in this vol-
ume show that this cannot be answered univocally, and that there are
many answers. With law, the devil is always in the details. Law never
operates through big ethical abstractions. Instead, it takes Al tools as
they come: intertwined with other techniques and technologies, ranging
from very simple automated systems to highly autonomous complex Al,
mixing old legal questions with novel ones, strongly situated in practice
with their own particularities, etc. This volume is, thus, a tribute to law’s
ways of dealing with Al in all its diversity and situatedness.

och improvisationer’. August Strindberg, Ett Dromspel in Kronbruden. Svanehvit. Drom-
spelet. (Stockholm, Iduns, 1902) 12.
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The Digital Revolution from

a Legal Historical Perspective'

1  Introduction

‘Still valid today is the lesson from the first industrial revolution — that the
extent to which society embraces technological innovation is a major deter-
minant of progress. The quote stems from Karl Schwab, the director of
the World Economic Forum, who introduced the concept of the “Fourth
Industrial Revolution” to a broader audience by writing a booklet on the
topic in 2016.% One of his goals was ‘to increase awareness of the com-
prehensiveness and speed of the technological revolution and its multifaceted
impact > This edition of De Lege on Artificial Intelligence and Law illus-
trates that awareness is undoubtedly growing.

Schwab’s quote is also interesting because he makes a reference to the
First Industrial Revolution. In uncertain times, people tend to look at
the past to take lessons for the future. There have been three industrial
revolutions before: periods of fundamental industrial and societal trans-
formations that have changed the world forever. In this contribution,
I will take a closer look at how law has been dealing with these earlier
industrial revolutions. Can we learn something from the past? Are we
just repeating a pattern or is something new going on? Which lessons can

' T would like to thank Katja de Vries, Rawaz Shanagar, Miljana Todorovi¢, Sebastiaan
Vandenbogaerde and Matthias Van Der Haegen for their valuable comments on this

contribution.
2 Karl Schwab, 7he Fourth Industrial Revolution (World Economic Forum 2016) 13.
31d.9.
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we take from the past, to be better prepared for the future? Since long I
have been fascinated by the industrial revolutions and their interaction
with law. I did my doctoral research on this topic, by studying the pro-
cess of juridification of workplace accidents in the nineteenth century in
Belgium.? I am also increasingly interested in the ongoing digital revolu-
tion. A few years ago, I was surprised to find out that in the seminars on
comparative legal history, my master students did not have a clue about
what was going on. They literally had never heard of smart contracts,
the Internet of Things or blockchain. How was this possible? Were we
delivering already outdated lawyers to the labour market? This motivated
me to include a lecture on “legal futurology” in our legal history course,
to at least point out to the students the ongoing digital revolution and
its many challenges and opportunities. In this text, I will try to bring the
past and the future together.

2 'The First Industrial Revolution
— the Age of Steam

The First Industrial Revolution started in the mid-18® century in Great
Britain. Coal mines fuelled steam engines that literally drove industrial-
isation. Textile factories mechanised. Already early on, the law was used
to tame the industrial beast. In 1802, the Parliament of the United King-
dom passed the first of a series of Factory Acts, to protect workers in
the mechanised cotton factories.” In France, Napoleon regulated the coal
mines in 1810 and installed a mining inspection in 1813.In 1831, Prus-
sia dealt with its steam engines and in 1838 with the upcoming railroads,
introducing a regime of strict liability.” Law also facilitated the indus-

* Bruno Debaenst, Een proces van bloed, zweet en tranen. Juridisering van arbeidsongeval-
len in de negentiende eenw in Belgié (KVAW 2011); see also Bruno Debaenst, ‘A Study on
Juridification. The Case of Industrial Accidents in Nineteenth Century Belgium’ [2013]
81 (1-2) Legal History Review 247.

5> E.P. Hennock, 7he origins of the welfare state in England and Germany, 18501914
(Cambridge University Press 2007) 73-85.

¢ Loi concernant les mines, les miniéres et les carriers 1810; Décret contenant les dispo-
sitions de police relatives & I'exploitation des mines 1813.

7 Strict liability was motivated because of the dangerous nature of the railroad activi-
ties and covered personal injury, damage to transported goods and damage to any other
goods, including damage to neighbouring land. Miquel Martin-Casals, “Technological
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trial revolution. The British patent system, for instance, was continually
evolving and responding to the needs of the industrialising economy,
without any legislative reform.® Inventors could easily obtain and enforce
patent rights, which encouraged them to develop new technology. In the
1830s, several German states, such as Baden and Saxony, changed their
expropriation legislation to facilitate the construction of railroads.” In
other words, law played a pivotal role in regulating and facilitating the
industrial revolution.!® The other way around, the First Industrial Revo-
lution seems not to have had any direct impact on the legal sector (legal
education, legal professions, legal methodology).

3 The Second Industrial Revolution
— the Age of Electricity

Around the 1870s, the Second Industrial Revolution began with new
technologies, such as electricity, the telegraph and the telephone, chemi-
cal industry and the production line. Meanwhile, the sectors of the First
Industrial Revolution continued to grow and to develop. Countries like
Germany and Japan industrialised at a high speed. All around the world,
railroads were constructed. Law increasingly had to deal with interesting
legal questions raised by the ongoing industrialisation. One example was
electricity, which was mostly invisible, powerful and had an incredible
arrangement of new, fascinating possible applications. Lawyers had to
figure out how they could legally frame this elusive matter. All kinds of

Change and the Development of Liability for Fault: A General Introduction’, in: Mi-
quel Martin-Casals (ed.), 7he Development of Liability in relation to Technological Change
(Cambridge University Press 2010), 7. See also Nina vom Feld, Staarsentlastung im Tech-
nikrecht. Dampfkesselgesetzgebung und iiberwachung im Preussen 1831-1914 (Klostermann
2007); M Eckardt, Technischer Wandel und Rechtsevolution. Ein Beitrag zur 6konomischen
Theorie der Rechtsentwicklung am Beispiel des deutschen Unfallschadensrecht im 19. Jahrbun-
dert (Mohr 2001). D. Ziegler, Eisenbahnen und Staat im Zeitalter der Industrialisierung
(Steiner 1998).

8 Sean Bottomley, The British patent system during the industrial revolution, 1700-1852
(Cambridge University Press 2014).

% Interestingly, the Swedish Expropriation Law of 1845 did not have a link with the con-
struction of railroads. See Jonatan Bromander, Expropriation i Sverige — en rittshistorisk
analys (examensarbete Juridiska institutionen Uppsala 2020).

10 Marc Steinberg, England’s great transformation: law, labor, and the Industrial Revolution
(The University of Chicago Press 2016).
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difficult legal issues emerged.!’ What was electricity? An object? Which
legal qualification should it receive? Electricity could be produced, meas-
ured, traded, stolen, etc. Other difficulties arose. The Industrial Revo-
lution developed organically; over the years, each country or even each
company had developed its own standards. Lawyers and engineers gath-
ered at international conferences to develop universal standards, for in-
stance, regarding electricity.'?

The Second Industrial Revolution increasingly fuelled the legal devel-
opment. New branches of law popped up and old ones blossomed. “/n-
dustrial law” became the hot topic of the day. For instance, in Belgium in
1898, no less than three specialised journals on this topic saw the light of
day.' Industrial law included inter alia patent law that had to deal with
the numerous conflicts arising out of scientific discoveries and technical
advances. Industrial workplace accidents also received increasing atten-
tion from lawyers, because of the many liability issues that arose. For
instance, in 1884, a Belgian lawyer, Charles-Xavier Sainctelette, wrote
a fascinating booklet titled “De la garantie et de la responsabilité (acci-
dents de transport et de travail)” — “On warrantee and liability (transport
and workplace accidents)” ' Starting from railroad liability cases from the

1" A famous example is the efforts by the German Reichsgereicht to define the railroad
in 1879: ‘[e]ine Eisenbahn [...] ein Unternehmen [sei], gerichtet auf wiederholte Fortbewe-
gung von Personen oder Sachen iiber nicht ganz unbedeutende Raumstrecken auf metallener
Grundlage, welche durch ihre Konsistenz, Konstruktion und Gléitte den Transport grofier Ge-
wichtmassen beziehungsweise die Erzielung einer verhiltnismdfSig bedeutenden Schnelligkeit
der Transportbewegung zu erméglichen bestimmt ist, und durch diese Eigenart in Verbindung
mit den aufSerdem zur Erzeugung der Transportbewegung benutzten Naturkriften — Dampf,
Elektrizitit, tierischer oder menschlicher Muskeltitigkeit, bei geneigter Ebene der Bahn auch
schon durch die eigene Schwere der TransportgefifSe und deren Ladung usf- — bei dem Betriebe
des Unternehmens auf derselben eine verhilinismdfSig gewaltige, je nach den Umstinden nur
bezweckterweise niitzliche oder auch Menschenleben vernichtende und menschliche Gesund-
heit verletzende Wirkung zu erzeugen fiihig istf. One has to know what a railroad is to
understand the definition. Roman Konertz & Raoul Schénhof, Das technische Phinomen
“Kiinstliche Intelligenz” im allgemeinen Zivilrecht (Nomos 2020) 16.

12 Milo§ Vec, Recht und Normierung in der Industriellen Revolution. Neue Strukturen der
Normsetzung in Vilkerrecht, staatlicher Gesetzgebung und gesellschaftlicher Selbstnormierung
(Klostermann Vittorio 20006).

13 The Revue pratique et juridique des accidents du travail (1898-1899), the Revue pratique
du droit industriel (1898-1919) and the Revue des questions de droit industriel (1898—
1942).

14 Charles-Xavier Sainctelette, De la garantie et de la responsabilité (accidents de transport
et de travail) (Bruylant 1884).
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early 1880s, he developed a completely new theory. Sainctelette was an
early legal realist who started from reality (= the world as it was) and crit-
icised the dominant exegetic school, which looked at the world through
the lens of legal fiction (= the world as it is in the law codes). One decade
later, these ideas would be elaborated within the famous French “Ecole de
la libre recherche scientifique”. The industrial issues would also stimulate
the development of insurance law and modern social law (labour law and
social security law). Interestingly, the law faculties reacted strikingly slow
on these new developments. The example of industrial and social law at
the Belgian law faculties can illustrate this.!> At the end of the 19% cen-
tury, the first optional courses regarding “industrial law” appeared at the
universities, albeit outside of the law faculties. It took until 1927, when
“social legislation” became an optional course in the law curriculum, and
it only became obligatory in 1948. In the 1950s, social law expanded
with several obligatory and optional courses and a fruitful interfaculty
and international collaboration. In the 1960s, the law faculties all in-
stalled a specialised master’s programme on social law, anticipating on the
judicial reforms and the introduction of new labour courts.

In comparison to the First Industrial Revolution, the Second Indus-
trial Revolution seems to have had some influence on law, through the
development of new areas of law; otherwise, the influence was rather
limited.

4 The Third Industrial Revolution
— the Age of the Computers

The start of the Third Industrial Revolution is generally situated in the
1940s, with the development of the first modern computers (Alan Tu-
ring).'® In the 1970s and 1980s, the personal computer (PC) conquered
the world. In the 1990s, the Internet developed with the speed of light,
linking together computers from all over the world. For many among us,

15 Bruno Debaenst & Jéréme de Brouwer, ‘Naissance et développement de I'enseigne-
ment universitaire du droit social en Belgique’ [2017] Tijdschrift voor Sociaal Recht 19.
16 Michael Haenlein & Andreas Kaplan, ‘A Brief History of Artificial Intelligence: on
the Past, Present, and Future of Artificial Intelligence’ [2019] California Management
Review 61(4) 5 (6).
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the Third Industrial Revolution is erlebte Geschichte — lived history.!” Our
own past. With growing older, one develops more and more historical
perspective. For instance, when I look back at my own student time, the
differences with today are gigantic.'® I started studying at the university
in 1995. The vast majority of students simply did not have a computer.
In class, we all took notes by hand, and we turned in handwritten papers
and exams. We went to the library to consult books, encyclopaedias and
journals. For general information, we turned to so-called “ad valvas’:
places where announcements were placed on the wall. We did not have
cell phones, let alone smartphones: we had to queue for public phones
to reach the home front. We went to class or to the pub to see friends
and meet up with fellow students. One day, I received a letter saying
that the university had created an “e-mail address” for me." There were
only a dozen computers with Internet in the faculty, and they were al-
most always occupied. When I did manage to get a hold of a computer,
most of my “e-mails” were already outdated. It felt more like a curiosity
than something practical. I did not realise it at the time, but the Third
industrial Revolution had caught up with me. In 1998, I got my first
computer, a laptop even, to write my master’s thesis. Pure luxury, in com-
parison to the old typewriter. In 2001, my father gave me his old mobile
phone: a gigantic, heavy NOKIA, still with an antenna. We all just un-
derwent the revolution, from day to day, step by step, moving towards
the future. Big floppy disks turned into smaller floppy disks and then
into memory sticks. Computers increasingly worked faster and had more
memory space. Computer programmes professionalised (think about the
successive versions of Windows: Windows 95, 98, 2000, XP, etc.). The
Internet grew and offered fertile ground for new Big Tech Companies
such as Google, Facebook, Amazon, etc. Everything became faster and
casier. Mobile phones turned into smart phones. And so on, until we
have now reached 2021.

It is only when looking back that it becomes obvious the revolution
we have gone through. One can only wonder how future legal historians

17" For another example, from an older colleague: Herbert B. Dixon Jr., “Technology and
the Law 50 Years Ago, [2014] 53 Judges J. 38.

18 For a similar discourse, see Bernice B Donald & N Chase Teeples, ‘Not Your Father’s
Legal Profession: Technology, Globalization, Diversity, and the Future of Law Practice in
the United States’ [2014] 44 (3) The University of Memphis Law Review 645.

19 It was Bruno.Debaenst@rug.ac.be. RUG: the old abbreviation of “Rijksuniversiteit
Gent”. AC: academic. The current abbreviation is UGent.
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will look back at this spectacular period. They will be able to observe the
following phenomena.

The first is the force of human adaptability. The computer revolution
went very naturally. The transition happened gradually, step by step. Just
as with electricity, we simply grew accustomed to the computational
wonders. Lawyers also adapted to the new tools and new ways of infor-
mation gathering. Ethan Katsh testified in 1996 that “virtually all lawyers
associated with the 500 largest law firms had computers on their desks”.
It was an exciting time and futurists such as Richard Susskind predicted
huge changes in the legal world.?°

However, despite the many fundamental changes brought by the com-
puter, we can meanwhile also observe that the general impact of the Third
Industrial Revolution on law has not been that drastic. The way in which
legal professionals process and share information may have changed be-
cause of the computer, e-mail and the Internet, but these technologies
have not fundamentally transformed the way lawyers work.?! Lawyers
are rather conservative, and they do not like to change their usual modus
operandi.? It is this force of tradition that explains why it took (takes)
so long for many of the predictions from the nineties to become real.
Look at legal books and journals. In the 1990s, futurists predicted vir-
tual libraries.”> Even if this has nowadays largely become true, we still
have paper books and journals. However, the revolution is ongoing and
unstoppable. In 2016, Columbia Law School cancelled its subscriptions
to 450 Law Reviews — all the journals that immediately uploaded their
content to HeinOnline.?* There was simply no longer a need to buy the
paper version. The lesson is clear: eventually, all, or nearly all, law reviews

20 Richard Susskind, 7he Future of Law: facing the challenges of information technology
(Clarendon Press 1996).

2l Willem H. Gravett, ‘Is the Dawn of the Robot Lawyer upon Us? The Fourth Indus-
trial Revolution and the Future of Lawyers' [2020] 23 Potchefstroom Electronic Law
Journal 1.

22 'The already mentioned Sainctelette gave a nice description in his 1884 book: ‘(...) de
tempérament et d’habitude, les juristes sont conservateurs’. Charles Sainctelette, De /a
responsabilité et de la garantie (accidents de transport et de travail), (Bruylant, 1884), 49.

2 Ethan Katsh, ‘Competing in Cyberspace: The Future of the Legal Profession’ [1996]
52 Technological Forecasting and Social Change 66.

2 Thomas W. Merrill, “The digital revolution and the future of law reviews' [2016] 99
Marquette Law Review 1101.
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will publish only online.?> In other words: the force of tradition can slow
progress down, but it will not stop it.

Another observation is that — just as with the previous two industrial
revolutions — lawyers quickly conquered the unchartered territory cre-
ated by the new Industrial Revolution. Already in the 1960s, Jan Hellner
and Peter Seipel from Stockholm University got interested in the possible
legal applications of computers.?® It led in 1968 to the Arbetsgrupp for
ADB (automatisk databehandling) och Juridik, which studied both the
search for legal information by computers, and the legal questions that
arose from the new technology. The group organised teaching and sem-
inars, built a specialised library and supported research.?” In 1977, Peter
Seipel defended his PhD titled “Computing law: perspectives on a new legal
discipline” *® In 1981, the Arbetsgrupp transformed into the Institutet for
Rittsinformatik (The Swedish Law and Informatics Research Institute) at
Stockholm University.”” The Institute served (and serves) as a platform
where people from inside and outside the university could meet to dis-
cuss law and informatics.

Just as with the previous industrial revolutions, new areas of law have
emerged on the crossroad of law and the Third Industrial Revolution.
New journals have been founded, such as “Computer Law & Security
Review” in 1985 and “Information & Communication Technology Law” in
1992. The law curriculum has also been updated with some new courses
such as “Rittsinformatik” in Stockholm and “Information och ritt — im-
materialyitt, yttranderiitt och Internet” in Uppsala. All in all, however, the
new areas of law have remained marginal. They are the object of a few
specialists, and they have not affected the mainstream law curriculum.

% Katharine T. Schaffzin, “The Future of Law Reviews: Online-Only Journals’ [2016] 32
TOURO L. REV. 243,

26 Agneta Lundgren (ed.), Svenska foreningen for ADB & Juridik 25 dr 2006 (Svenska
foreningen f6r ADB och Juridik 2006).

¥ One example: “Jag har haft formanen att f denna uppsats diskuterad inom Arbets-
gruppen for ADB och Juridik vid Juridiska Institutionen i Stockholm (...)” Peter Seipel,
‘Om anvindning av automatisk databehandlingsteknik inom juridiken’ [1970] Svensk
Juristtidning 17.

28 Peter Seipel, Computing law: perspectives on a new legal discipline (LiberForlag 1977).
2 Institutet for rittsinformatik — The Swedish Law and Informatics Research Institute,
Law and Information Technology, ICT regulations, E-governance, Privacy (irilaw.org)
consulted on 13 August 2021.
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5  The Fourth Industrial Revolution —

The Age of Artificial Intelligence (AI)

Today, while the Third Industrial Revolution is still ongoing and deep-
ening, the Fourth Industrial Revolution has already started to unleash its
powers.’® We are at the dawn of the Age of Artificial Intelligence (AI).?!
Technology is advancing at an incredible speed, with the simultaneous
and interactive development of Al, Augmented and Virtual Reality, the
Internet of Things, Blockchain, Drones, Robots and 3D Printing.>? The
driving forces behind these evolutions are the advancements in comput-
ing, where the speed, power and capacity have been doubling every two
years.?> ‘Between 2000 and 2017 three critical things happened simultane-
ously in the technology universe: computer processing power increased from
10%to 10’; the cost of data storage reduced from $12.4 per GB to $0.0004 per
GB; and there was unquantifiable and astronomically huge data growth’ >
When looking at the interaction of the Fourth Industrial Revolution
with law, we can detect some familiar patterns that we recognise from the
previous industrial revolutions.*> To start with, some lawyers are quickly
becoming cyberspace astronauts, to boldly go where no man has gone
before, to discover new and uncharted territory or do something that no
one has done before.’® The Al universe needs regulation, and the many

30 Cfr. the already mentioned Karl Schwab.

31 On the history of Artificial Intelligence, see: Michael Haenlein & Andreas Kaplan,
‘A Brief History of Artificial Intelligence: on the Past, Present, and Future of Artificial
Intelligence’ [2019] California Management Review 61(4) 5.

32 T have no doubt that most readers of this contribution have a good understanding of
Al but if necessary, see: Rembrandt Devill¢, Nico Sergeyssels and Catherine Middag,
‘Basic concepts of Al for legal scholars” in Jan De Bruyne and Cedric Vanleenhove (eds),
Artificial Intelligence and the Law (Intersentia 2021) 1.

3 Benjamin Alarie, Anthony Niblett & Albert H Yoon, ‘Law in the future’ [2016] 66 (4)
University of Toronto Law 423 (424); Jerry Kaplan, Artificial Intelligence, What Everyone
Needs to Know (Oxford University Press 2016) — I actually consulted the German trans-
lation through Kiinstliche Intelligenz - Eine Einfiihrung (oreilly.com) last consulted on
8 August 2021.

3% Anthony E. Davis, “The Future of Law Firms (and Lawyers) in the Age of Artificial
Intelligence’ [2020] 16 (1) Direito e Tecnologia 1 (3).

3 For a legal theoretical perspective, see: Roman Rouvinsky, ‘Law in the Age of the 4™
Industrial Revolution: Between the Impersonal Technology and Shadow Orders’ [2021]
9 (1) Russian Law Journal 4.

36 Taken from the intro of the Star Trek television series.
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applications of Al raise numerous ethical and legal issues.”” In many
cases, law does its trick by applying old rules to new problems.*® Liability
questions arising from self-driving cars can be studied in tort law, and
smart contracts are part of contract law.*” As with previous industrial
revolutions, new specialised journals are popping up. For example, in
2018, the “Journal of Robotics, Artificial Intelligence ¢ Law” saw the light
of day.4° In the foreword of the first issue, the editors gave the follow-
ing justification: ‘With developments in this space occurring on a regular
basis, and with new laws and rules being enacted to govern them, attorneys
and law firms, in-house counsel, business executives, scientists, engineers, cor-
porate compliance officers, government agencies, and everyone interested in
robotics and Al need practical information on current developments in these
areas. There simply is no better time than right now to begin a new journal
on robotics, Al, and law 4! Since 2016, Springer has a series “Perspectives
in Law, Business and Innovation”, with edited volumes on topics of the
Fourth Industrial Revolution: “New Technology, Big Data and the Law”
(2017); Robotics, Al and the Future of Law” (2018); “Legal Tech, Smart
Contracts and Blockchain” (2019); “Big Data, Database and “Ownership”
Rights in the Cloud” (2020); and “Autonomous Vehicles’ (2021) to name
a few.®2

37 Michiel Fierens, Stephanie Rossello and Ellen Wauters, ‘Setting the Scene: On Al
Ethics and Regulation’, in Jan De Bruyne and Cedric Vanleenhove (eds), Artificial Intel-
ligence and the Law (Intersentia 2021) 49; John Frank Weaver, ‘Everything is Not Termi-
nator: The Importance of Regulating Al as Soon as Possible’ [2018] RAIL 131; Nucharee
Nuchkoom Smith, “The 4* Industrial Revolution requires Strong Intellectual Property
Laws: Where does Thailand Stand?’ [2020] 17 (12) Walailak J Sci & Tech 1294. For an
oversight of the applications of Al in German law, see Dieter Krimphove, ‘Kiinstliche
Intelligenz im Recht — eine Ubersicht’, [2021] 7 Juristische Ausbildung 764.

38 For examples, see: Jan De Bruyne and Cedric Vanleenhove (eds), Artificial Intelligence
and the Law (Intersentia 2021); Woodrow Barfield & Ugo Pagallo (ed.), Research Hand-
book on the Law of Artificial Intelligence (Edward Elgar Publishing 2018).

% Jan De Bruyne, Elias Van Gool and Thomas Gils, “Tort Law Damage Caused by Al
Systems’, in Jan De Bruyne and Cedric Vanleenhove (eds), Artificial Intelligence and the
Law (Intersentia 2021) 359.

4 Other examples are the “International Journal of Information Technology” (2017) and
the “Journal of Cross-disciplinary Research in Computational Law (2021).

41 Steven A. Meyerowitz & Victoria Prussen Spears, ‘Welcome to the Journal of Robot-
ics, Artificial Intelligence & Law’ [2018] RAIL 5.

42 Perspectives in Law, Business and Innovation (Titles in this series) (springer.com) con-
sulted on 6 August 2021.
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Al technology is also increasingly useful for lawyers and legal research-
ers.®® A recent survey in the United States revealed that 36% of law firms
with 50 or more lawyers, and 90% of mega firms (with more than 1,000
attorneys), are either currently using, or actively exploring the use of,
Al in their legal practices.* So far, artificial intelligence is mostly used
for e-discovery (to go through huge amounts of information to find
data that are relevant for the case), document analysis (where computer
programmes analyse lengthy documents) and predictive analysis (where
computational statistics give predictions on how courts will decide).®
In my own field of legal history, there is Transkribus, “a comprehensive
platform for the automated recognition, transcription and searching of his-
torical documents” 4 During my PhD research (2006-2010), I still had to
transcribe hundreds of judgments by typing them in a Word document
in order to be able to process them efficiently. Now the computer is able
— with some help in the beginning — to do this surprisingly accurately. In
the Spring of 2021, the Max Planck Institute for Legal History and Legal
Theory (Frankfurt am Main) organised a conference on “Digital Methods
and Resources in Legal History.”¥ These are only two examples illustrating
the use of artificial intelligence in my own field of legal history.

Change is on the way. The only question is how fast or fundamental
this change will be. Compared to the previous industrial revolutions, this
one is going much faster. It is evolving at an exponential, rather than lin-
ear pace.’® Therefore, some predict a complete “disruption”, where “law
as we know it” will disappear and transform into something new. Authors
such as Richard Susskind — who already made quite accurate predictions
in the 1990s — predict that the legal profession will change more in the
coming twenty years than in the previous two hundred.*” Until now,

4 Michael Legg & Felicitiy Bell, ‘Artificial Intelligence and the Legal Profession: Be-
coming the Al-Enhanced Lawyer’ [2019] 38 U. Tas. L. Rev. 34; See also Michael Legg
& Felicity Bell, Artificial Intelligence and the Legal Profession (Hart Publishing 2020).
4 Willem H. Gravett, ‘Is the Dawn of the Robot Lawyer upon Us? The Fourth Indus-
trial Revolution and the Future of Lawyers' [2020] 23 Potchefstroom Electronic Law
Journal 1 (3).

4 1d 17-20.

46 Transkribus consulted on 6 August 2021.

47" Conference “Digital Methods and Resources in Legal History” | Max-Planck-Institut
fiir Rechtsgeschichte und Rechtstheorie (mpg.de) consulted on 6 August 2021.

48 Karl Schwab, 7he Fourth Industrial Revolution (World Economic Forum 2016) 8.

4 Richard Susskind, Zomorrow’ lawyers. An Introduction to Your Future (second edition,
Oxford University Press 2017) xvii.
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the legal sector remained all in all relatively unchanged, but the growing
possibilities of artificial intelligence promise some radical changes.”® Ben-
jamin Alarie predicts that we are on our way towards what he calls ‘the
legal singularity’, the moment when the Al revolution will hit the legal
world in full force.’! Some futurists even claim we might soon reach the
infamous “Spike”: a point at which technology will develop too quickly
to be understood.”

Others are less speculative and think that it will not be that drastic.
Harry Surden, for example, asks for a realistic and demystified view of
AL>* He explains that many misconceptions arise from a lack of under-
standing of Artificial Intelligence. Knowing the strengths and limits of
Al is crucial. No, robots will not immediately replace judges, but Al can
and will help judges with their work.” No, Blockchain will not disrupt
the legal system, but it can have some useful applications in the future.*

I tend to agree with the latter, based on the experiences of the Third In-
dustrial Revolution. Change will most likely be gradual. The force of tra-
dition will slow down the process and give lawyers the time to adapt. As
can be read in a recent English survey of the legal sector: ‘Skill gaps, fear
and mistrust of technology and data concerns fuel conservative approaches
and ‘Importantly, the disruptive potential of such new technologies is greater
in the legal services sector as this has traditionally underutilized technology
(...) However, the legal services sector generally has been resistant to innova-

53

59 Dan Hunter, “The Death of the Legal Profession and the Future of Law’ [2020] 43
University of New South Wales Law Journal 1199.

51 Benjamin Alarie, “The path of the law: Towards legal singularity’ [2016] 66 (4) Univer-
sity of Toronto Law Journal 443; for a comment on this article, see Alan Macnaughton,
‘Using Machine Learning to Predict Outcomes in Tax Law/The Path of the Law: Towards
Legal Singularity’ [2017] 65 (1) Canadian Tax Journal 271.

52 Damien Broderick, 7he Spike: How Our Lives Are Being Transformed by Rapidly Ad-
vancing Technologies (Tor/Forge 2001).

53 Frank Pasquale, ‘A Rule of Persons, Not Machines: The Limits of Legal Automation’
[2019] 87 Geo. Wash. L. Rev. 1.

> Harry Surden, ‘Artificial Intelligence and Law: An Overview’ [2019] 35 GA. St. U.
L. REV. 1305.

55 Matthias Van Der Haegen, ‘Quantitative Legal Prediction: the Future of Dispute Res-
olution?” in Jan De Bruyne and Cedric Vanleenhove (eds), Artificial Intelligence and the
Law (Intersentia 2021) 73; Tania Sourdin, ‘Judge v. Robot: Artificial Intelligence and
Judicial Decision-Making’ [2018] U.N.S.W.L.J. 1114.

56 Kelvin EK. Low & Eliwa Mik, Pause the Blockchain Legal Revolution (Cambridge Uni-
versity Press 2019).
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tion, and slow to adopt new technologies relative to other highvalue sectors
due to a combination of traditional practice and risk aversion’.>’

Meanwhile, at the universities, there is growing attention for legal tech
and the legal implications of artificial intelligence.’® Helsinki University
offers an interesting example, with its Legal Tech Lab, founded in 2017.%
In 2018, former Dean Kimmo Nuotio wrote: ““Law and digitalisation’
is becoming a catch-word in the legal circles. It is a merger, and we all read
our own meanings into it. Law and digitalisation sounds like future. Law,
as we know it, will change when we learn to use modern rools in processing
it. It will change. The question is rather: How will it change? Universities
should be places where the future is being made, or if not made, at least being
discussed and theorized. Faculties of law tend to be somewhat traditional,
as is the legal profession. It feels good to get rid of some of the dust’.*® The
Finnish initiative bears many resemblances with the 1968 Stockholm Ar-
betsgrupp. It also gathers people from inside and outside the university
who are enthusiastic about the new technological advances; it organises
conferences and delivers publications.

At Uppsala University, the light now has also switched on. This book
is a good example. It certainly does not come too early. It is clear that the
faculty urgently needs to incorporate artificial intelligence and legal tech
into its curriculum. The digital revolution is ongoing, and it will not go
away. It will only increase in strength and magnitude, so we better be
prepared.

6  Conclusion

There is a complex relationship between law and the industrial revo-
lutions. History teaches us a few lessons. To start with, law has always
quickly conquered the new uncharted territory. With each industrial

%7 Chay Brooks, Christian Gherhes & Tim Vorley, ‘Artificial Intelligence in the Legal
Sector: Pressures and Challenges of Transformation’ [2020] 13 Cambridge Journal of
Regions, Economy and Society 135 (148) and (135).

58 About possible visions for the future of law school, see: Arthur Dyevre, ‘Fixing Eu-
rope’s Law Schools’ [2017] 25 (1) European Review of Private Law 151; H.H. Arthurs,
“The Future of Law School: Three Visions and prediction’ [2014] 51 (4) Alberta Law
Review 705.

% Legal Tech Lab | University of Helsinki, consulted on 13 August 2021.

0 Riikka Koulu & Jenni Hakkarainen, Law and Digitalisation: Rethinking Legal Services
(Legal Tech Lab 2018) 11.

35



Bruno Debaenst

revolution, law has been used to regulate and facilitate new technology.
Liability law, for instance, successively dealt with the damages caused by
steam engines (First Industrial Revolution), workplace accidents (Second
Industrial Revolution), computer licenses (Third Industrial Revolution)
and now self-driving cars (Fourth Industrial Revolution).

The marriage between law and technology has each time also led to
new areas of law, with its own specialised journals, professors and disci-
plines. Modern patent law, for instance, is a child of the First Industrial
Revolution, while modern social law (labour law and social security law)
and “law and informatics” originate from the Second and Third, respec-
tively.

At first sight, the Fourth Industrial Revolution is repeating the pre-
vious patterns, with only one fundamental difference. Until now, the
Industrial Revolutions have not really changed the DNA of “law” itself
(legal practice, legal teaching, legal research). The Third Industrial Revo-
lution has had some impact, but the changes only came slowly, gradually
and naturally, thanks to the force of tradition and the adaptability of law-
yers. It seems that the Fourth Industrial Revolution might have a much
more fundamental impact. Some even predict that this might change the
character of law itself. Whatever lessons we try to take from the previous
industrial revolutions, in the end, there is only one certitude: we will have
to live long enough, so that time will tell.
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Var teknikrelation med Al

1  Inledning

Mitt forskningsomrade, Minniska-Dator Interaktion (MDI), ir ett ungt
dmne. Det utvecklades pa sjuttiotalet som ett svar pd en ny uppfinning,
datorn, som just borjat anvindas brett i samhillet. De forsta datorerna
hade egentligen inget sitt alls att interagera med anvindare utan bara
med programmerare: for att anvinda dem skrev man ett program, ma-
tade in det i datorn exempelvis via en hélkortsldsare tillsammans med
en mingd data, och fick ut ett resultat som ofta var en tabell utskriven
pa randigt papper. Det behovdes en ny form av forskning som handlade
om hur ett avancerat, interaktivt, system skulle utformas for att kunna
interagera med minniskor.

Svaret var inte sjilvklart. Hur datorer utformas begrinsas av viar minsk-
liga fantasi, och den i sin tur begrinsas av hur vi redan interagerar med
var omvirld. En av visionerna for hur datorn skulle fungera var att se
datorn som en varelse. Inspirerat av en kognitivistisk idé om det mansk-
liga intellektet som en sorts dator, sa uppfattades vigen till en intelligent
dator som kort: man skapade grinssnitt som kunde interagera i naturligt
sprak, tog fram kunskapsbaserade expertsystem, och program som sjilv-
stindigt kunde planera sina egna aktioner. Visionen var att vi alla skulle
bli 6verklass, och att datorn skulle bli en sorts ’butler’ som gjorde saker it
oss. Faktum ir att de flesta av de intelligenta funktioner som vi idag hop-
pas att Al-systemen ska ge oss fanns redan pa attiotalet — bara sd mycket
klumpigare och simre 4n nu.

Parallellt med den hir forskningen utvecklades en helt annan vision
for datorns interaktivitet. Den utgick ifrdn vad datorn redan var bra pa
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att gora: rikna, skriva, halla reda pa saker. Eftersom den storsta skillnaden
mot tidigare berdkningsmaskiner lig i hur mangsidig datorn var, s tinkte
man sig att datorns grinssnitt skulle representera alla dess funktioner pa
ett latdllgangligt sitt. Losningen blev att vilja ut ndgra som de viktigaste
och ge dessa fasta symboler, ikoner. Man dolde hur generell datorn var,
och i stillet ritade man upp de valda funktionerna pd skirmen: den fy-
siska riknemaskinen ersattes av en bild av en riknare, skrivmaskinen fick
en annan ikon. Datorskirmen, som tidigare simulerat ett rullande papper
i en skrivmaskin, utnyttjades nu som en yta pé vilken placerades arkiv-
mappar, papper, en skripkorg, och lite sitt att manipulera olika objekt
genom att klicka pd dem och dra i dem: skrivbordsmetaforen' var fodd.

Skilet till att skrivbordsmetaforen tog 6ver var inte i forsta hand att
den var enklare att implementera. Grafik var dyrt, och dessutom krivdes
vad som i bérjan av attiotalet var en enorm svarshastighet. Att klicka
och dra objekt pa skirmen kallas or direkt manipulation®, en form av
interaktion som kriver en 6gonblicklig koppling mellan vad 6gat ser och
vad handen gér och dir minsta forsening leder till minskliga misstag och
tekniska felfunktioner. Skilet var snarare att skrivbordsmetaforen pas-
sade bittre ihop med vad man var bekvim med att datorn skulle fa gora.
Skrivbordsmetaforen motsvarade en syn pé datorn som ett verktyg (eller
en kollektion av verktyg), som later minniskor astadkomma bestimda
uppgifter snabbare och enklare, precis som riknemaskinerna i ett tidigare
skede redan hade gjort. Minniskan skulle fortfarande ha kontroll &ver
exake vilka uppgifter som skulle goras, och hur de skulle genomforas.
Skrivbordsmetaforen gav anvindaren minutiés kontroll 6ver de grafiska
objektens position och rorelse, och skapade en illusion av att vi faktiske
ocksa hade kontroll éver programmen de representerade.

Men kontrollen, programmens styrbarhet och férutsigbarhet, har all-
tid varit precis det: en illusion. Den kostar programmerare blod, svett och

! Skrivbordsmetaforen utvecklades pa Xerox forskningsavdelning under ledning av Alan
Kay. En historisk kuriositet 4r att den férsta kommersiella dator som anvinde sig av
grinssnittet var “Xerox Star” som inte marknadsférdes som dator utan som en avancerad
skrivmaskin. Se Koved and Selker, Room with a view (RWAV): A metaphor for interactive
computing, 1999.

2 Schneiderman beskriver de kritiska komponenterna i direkt manipulation som 1) gra-
fisk representation av objekt (synlighet), fysisk manipulation (som med datormusen),
och 3) snabb, inkrementell och reversibel effekt av manipulation. Se Shneiderman, Di-
rect manipulation: a step beyond programming languages. JEEE Comput., 16(8):57-69,
1983.
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tarar, och féretag miljontals kronor, att uppritthilla. Aven om det idag
inte lingre lika sjilvklart att uppfatta datorn som en kollektion av verk-
tyg, och vi faktiske fate tillbaka butlervisionen i roststyrda grinssnitt som
Alexa’, sd har vi i hog grad behillit idealet att det ska vara vi minniskor
som kontrollerar vad datorn gor: den ska vara forutsigbar, snabb, och

lydig.

2 Teknikrelationer

Valet mellan att utforma datorn som en butler eller ett skrivbord var
alltsd inte bara ett val mellan tva olika interaktionsformer, utan ett val
mellan tvé sitt for manniskor att forhalla sig till datorn. Den postfeno-
menologiska filosofen Don Idhe menar att minniskans sitt att forhalla
sig till teknik ligger pa en skala av vad Idhe kallar teknikrelationer®. 1dhe
skiljer pa fyra olika relationer: embodiment®, nir tekniken blir en for-
lingning av vir kropp, hermeneutic®, nir tekniken blir ett mitverktyg
att tolka omvirlden med, alterior” nir den blir en interaktionspartner,
och background® nir den bara finns dir, vi dr beroende av den utan att vi
aktivt anvinder den. Idhe ser dessa som punkter pa en avstindsskala, dir
embodiment 4r den mest intima och background den mest distanserade.
Men samtidigt ser han tydliga skillnader mellan respektive férhéllnings-
sitt, och menar att vara teknikrelationer kan vara multistabila: de kan
skifta over tid for samma person, eller vara olika for olika personer.
Idhes lista av fyra teknikrelationer dr insikesfull men inte komplett.
Dels beskriver samtliga hur vi forhaller oss till tekniken i anvindning,
som en reaktion pd Heideggers duala synsitt pa verktyg som antingen i

3 For en studie av hur Alexa integreras i hemmiljé och vardagspraktik se Sciuto, Saini,
Forlizzi, och Hong, “Hey Alexa, What's Up?” A Mixed-Methods Studies of In-Home
Conversational Agent Usage. Proceedings of the 2018 Designing Interactive Systems Confe-
rence, 857—-868.

4 For en sammanfattning av fenomenologin se Thde och Hanks, A Phenomenology of
Technics. Technology and values: Essential readings. Chichester: Wiley-Blackwell, 2010.
134-155.

> Thde, D. Technology and the Lifeworld (the Indiana Series in the Philosophy of Techno-
logy). Bloomington: Indiana University Press 1990, 72-80.

¢ Thde (n 5) 80-97.

7 Thde (n 5) 97-108.

$ Thde (n 5) 108-112.
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anvindning, eller fortingligade (speciellt nir de ir trasiga’). Men min-
niskor har ocksa en analytisk relation till teknik nir vi betraktar den just
som teknik — som objekt vi kan laga, forindra och forbittra, eller slinga,
och som inte ticks av Idhe’s relationer'. Vidare har Verbeek!! byggt vi-
dare pé Idhes analys, och menar att interaktiv teknik skiljer sig fran andra
former av teknik genom att den tar en mer aktiv roll. Detta gor att dess
teknikrelationer dérfor inte blir riktigt desamma. Verbeeks forslag utgar
inda fran samma grundliggande skala som Idhes mellan nira och dis-
tanserad teknik. Slutligen har vare sig Idhe eller Verbeek dekonstruerat
teknikrelationer ur ett intersubjektivt perspektiv, vilket blir sirskilt pro-
blematiskt nir man studerar kommunikationsteknik'?.

3  Att relatera till Al

I den hir texten anvinder jag begreppet ’Al-teknik’ i stillet f6r AI. Mo-
dern Al-teknik har en mingd anvindningar och skapar en mingd olika
teknikrelationer, och det ir inte ens sjilvklart att vi uppfattar alla som in-
telligenta. Det jag fokuserar pa dr Al-teknik som bygger pa att datorerna
lir sig saker sjilva, frin observationer och datamingder, med hjilp av
statistiska och matematiska modeller av inldrning, och som inte anvinder
nagon explicit representation av kunskap. Det som ir speciellt med tek-
niken ir att det inte rikeigt gar att forstd varfor den drar en viss slutsats'.

9 Idhe komplicerar Heideggers distinktion mellan Vorhanden (varandet hos objek) och
Zuhanden (varandet hos verktyg) och menar att dven i anvindning bygger var teknikrela-
tion delvis pa fortingligande. “what allows the partial symbiosis of myself and the technology
is the capacity of the technology to become perceptually transparent”, Thde (n 5) 86.

10 Ett kompletterande perspektiv presenteras i forskning om hur teknik instrumenta-
liseras, se till exempel Drijvers, Paul, and Luc Trouche. “From artifacts to instruments:
A theoretical framework behind the orchestra metaphor.” Research on technology and the
teaching and learning of mathematics 2 (2008): 363-392.

1 Verbeek. What things do. Penn State University Press 2005.

12 Norskov diskuterar detta utan att presentera nigon egentlig losning utdver att be-
handla tekniken som multistabil. Norskov Revisiting Thde’s fourfold “technological rela-
tionships”: application and modification. Philosophy & Technology, 28(2) 189-207, 2015.
13 Ett aktuellt exempel forekom pa sindlistan "RISKS digest” och uppmirksammar ett
ML-verktyg som trinats till att kinna igen egenrapporterad rasidentitet frin rontgen-
bilder. Verktyget holl 97 % triffsikerhet utan att forskarna kunde hitta nigot som helst
samband med identifierbara faktorer, dven vid si lag uppldsning att det inte lingre gick
att se med ogat att det var en rontgenbild. (Mdjligheten att systemet i stillet trinats
att kidnna igen rontgenutrustningen kunde ocksd uteslutas.) http://catless.ncl.ac.uk/
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Det gar inte att uppritthilla den bekvima illusionen av tekniken som
nagot vi har full kontroll 6ver, och det paverkar framfér allt var mojlig-
het att se den som ett verktyg. Detta paverkar vilka teknikrelationer vi
etablerar med Al-tekniken: speciellt gor det att vi har svart att etablera
embodiment-relationen med modern Al-teknik.

3.1 Den hermeneutiska teknikrelationen

Den teknikrelation som vi verkar mest villiga att ta till oss nir det giller
Al ir den hermeneutiska — den nir vi ser pa Al som ett mitverktyg. Idag
finns en mingd Al-system som ges tillgang till stora mingder data, som
pa ndgot sitt ska avspegla en verklighet man vill mita. Al-tekniken fir
arbeta med att hitta ménster, klassificera fenomen, och i forlingningen
ge rekommendationer fér hur minniskor ska agera pa informationen (en
funktion som nirmar sig alterior-relationen som diskuteras i nista av-
snitt). Den som anvinder systemen for att mita, klassificera, eller hitta
monster, kan till en viss del styra tekniken genom olika instéllningar; de
kan till exempel ofta vilja vilka data ska anvindas och hur resultaten ska
presenteras. Vi har relativt ldct att acceptera den hermeneutiska relatio-
nen med Al eftersom den later oss uppfatta tekniken som ett verktyg.
Minniskan behaller kontrollen och tar ansvaret for eventuella beslut.
Med den hermeneutiska relationen foljer dirfor ett behov av forklaringar.
For att vi ska lita pa Al-systemets slutsats méste det kunna forklara varfor,
och pa vilket dataunderlag, ett resultat har genererats“.

Det finns flera problem med den hermeneutiska relationen nir vi till-
limpar den pa Al-teknik. Det forsta dr att systemen faktiske inte kan
forvintas forklara exakt vad de gjort. Varje forklaring blir en férenkling
som vi pa ndgot plan maste lita pa. Ett exempel pa detta 4r hur man i det
nyligen lanserade forskningsprogrammet "Digital, Industry and Space'”
inom Horizon Europe anvinder begreppet "explainability’ — forklarings-

Risks/32/81#subj2 (Besdkt 2021-08-17), se dven Imon et al. Reading Race: Al Recogni-
ses Patient’s Racial Identity in Medical Images. arXiv.org preprint 2021.

14 Det forekommer dven system som i stort fungerar likadant, men dir dven besluten
delegeras till Al-systemet. Aven pa dessa system stills krav pa att de ska kunna forklara
hur besluten fattats. Teknikrelationen med dessa system ir dock inte hermeneutisk utan
"alterior” — kanske speciellt for den som utsitts for beslutet.

15 European Commission. Horizon Europe Work Programme 2021-2022 7. Digital,
Industry and Space (European Commission Decision C(2021)4200 of 15 June 2021).
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barhet — inte som nagot som férvintas gora Al-systemen mer pélitliga
eller kontrollerbara, utan som ett sitt att 4stadkomma #rusz, tillit.

”All proposals should adopt a human-centred development of trustworthy
Al... This includes development of methods to improve transparency, in
particular for human users, in terms of explainability...accountability and
responsibility, as well as perceived trust and fairness.”°

Lite bespetsat dr EUs forskningsmal att systemen ska kunna skapa plau-
sibla halvlogner sa att vi slutar ifrdgasitta dem.

Ett annat problem ir att Al-teknikens férmaga att fungera som miit-
och klassificeringsverktyg, och i férlingningen rekommendations-sys-
tem, dr beroende av kvalitén pa det data man matar algoritmerna med.
Aven om Al-tekniken gor det mojlige att anvinda sig av stora mingder
data och manga olika datakillor, si finns det alltid begrinsningar bide
vad giller vilka data som 6verhuvudtaget gar att samla in, och i vilka data
de som utformar systemen forestiller sig kan bli relevanta. Losningen att
samla in s& mycket det bara gir och lita systemen arbeta brett med att
finna vilka samband som helst, leder i stillet till integritetsproblem (jag
aterkommer till detta i avsnittet om bakgrundsrelationen).

Ytterligare ett allvarligt problem med den hermeneutiska relationen
ar den underliggande idén att systemet faktiskt miter nagot verkligt och
objektivt, nagot som existerar oberoende av mitmetoden. I den herme-
neutiska relationen ir vér forsta impuls att tolka resultaten som objek-
tiva beskrivningar av en verklighet. I praktiken har det visat sig svart att
skapa objektiva och ur samhilleligt och demokratiskt perspektiv rittvisa
mitmetoder. Om systemen lir sig genom att hirma minskliga experter
sa kanske de kan bli lika bra som sina forebilder, men samtidigt lika ra-
sistiska och sexistiska. Speciellt problematiskt blir det nir systemen ska
ge rekommendationer eller fatta beslut, och inte bara mita. Eftersom
de bygger pa historiska data tenderar de forstirka och uppritthalla ex-
isterande strukturer. Det mest kinda exemplet pd detta kommer frin
O’Neils bok Weapons of math destruction!’; rekommendationssystemet
som rekommenderade strafflingd med bas i demografiskt data och — ef-
tersom personer med simre socioekonomiska férutsittningar [oper storre

16 European Commission (n 15) 419.
17 O’Neil, Weapons of math destruction: How big data increases inequality and threa-
tens democracy. Crown, 2016, Ch. 5.
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risk att hamna i kriminalitet — konsekvent rekommenderade lingre straff
for svarta och laginkomsttagare.

3.2 Alterior-relationen: Al som en agent

Det som ir kinnetecknade for alterior-relationen, olikhetsrelationen, 4r
att vi interagerar med system som gor saker 4z oss. Vi tillerkdnner syste-
men egen agens, och interagerar med dem genom att instruera dem, ritta
dem, och anpassa oss efter dem. Vi har alterior-relationer med allt frin
tvittmaskiner till robotar.

Om den hermeneutiska relationen ir den vi i forsta hand redan eta-
blerat i forhallande till Al-tekniken, s 4r alterior-relationen den relation
som vi har ldttast att forestilla oss att vi kommer att ha till Al i framtiden.
Delvis beror det pé att den ir sa vanlig i fiktionen. Science fiction svim-
mar dver av robotar och androider, och det finns gott om fiktiva exempel
pa tinkande och talande datorer, virtuella agenter, och virldsomspin-
nande intelligenta datornit. Men det beror ocksa pa att vi tenderar se
all teknik som vi har en alterior-relation till som nagon typ av varelser.
Bétar har namn, och sjokaptenen pratar om sin bat som "hon” som “kan
vara lite lynnig i krabb sj6”. Ett system behéver inte alls vara intelligent
eller ens minniskoliknande f6r att vi ska borja relatera till det som en
varelse— allt som behdvs 4r att det har en egen agens som vi inte har full
kontroll dver.

Det ir ocksa relativt vanligt att konstruera Al-baserade system baserat
pa minskliga sitt att interagera. System som kan interagera i naturligt
sprak, eller som har kroppsrorelser och mimik, 4r byggda for att efter-
likna minniskor och gor det littare att relatera till dem som varelser.
En del av de hir systemen kan ocksa interagera med sin omgivning: en
del robotar kan till exempel réra sig i rummet och manipulera objekt pa
minskliga (eller djurlika) sitt, vilket ytterligare bidrar. Vi bade fascineras
och skrims av Boston Dynamics robothundar och mekaniska atleter.

Om vi accepterar alterior-relationen med Al s& dppnar vi for en ut-
veckling emot alltmer sjilvstindiga system: sjilvkorande bilar, sjilvga-
ende robotar pd Mars, industrirobotar som kan konstruera andra indu-
strirobotar. Etiskt och juridiskt kommer alterior-relationen att bli en svir
not att knicka, nagot som blir uppenbart i den hir samlingsvolymen.
Att skylla pa att ‘datorn inte tilliter mig gora det’ ir redan idag en allt-
for vanlig ursikt, och med alterior-relationen tillkommer ursikten ‘det
var datorn som gjorde det’. Vir tendens till att se autonoma system som
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varelser kommer att gora det allt svirare att behandla Al-systemen som
maskiner; vi har fatt tillbaka butlern, eller kanske snarare slaven. Nagon
gang kommer vi beh6va friga oss hur mycket vi kan separera var etiska
och juridiska relation med Al-systemen fran den vi har med minniskor
och djur utan att samtidigt avhumanisera oss sjilva.

En del av dessa system kan dessutom lira sig utan minsklig inbland-
ning. For system som konstrueras for en hermeneutisk relation ar det
naturligaste att tinka sig att de ldr sig frin datamingder som minniskor
viljer ut &t dem. Men f6r Al-system som konstrueras for alterior-rela-
tionen ir designidealet snarare att de 4r autonoma, och sjilva kan samla
in data som gor det méjligt f6r dem att ldra sig av sina egna misstag,.
Redan idag kan autonoma Al-system bli bittre 4n minniskor pa avgrin-
sade uppgifter, som att spela schack. Att bygga sjilvlirande system som
klarar mer 6ppna fragestillningar r svarare, men forskning pagar. Det 4r
system som konstruerats for alterior-relationen som en dag skulle kunna
uppni den mytiska singulariteten'® - den tinkta tidpunkt nir Al-system
blir kapabla att konstruera nya och bittre Al-system sjilva.

3.3 Alibakgrunden

Den mesta Al-teknik som vi interagerar med mirker vi ingenting av.
Den sitter pd baksidan av vira bankkort, vara strémningstjinster och vira
sociala medier, och héller noga reda pé varje detalj i vér interaktion med
tjdnsterna.

Det ar littast att samla information om oss i oviktiga sammanhang. Vi
ar mycket mer noga med rekommendationer om aktieinvesteringar 4n
om musik pa Spotify!?, och vi berittar mer om oss sjilva for Facebook én
for skattemyndigheten. Men pé baksidan av bakgrundsrelationen hittar
vi alltid den hermeneutiska relationen. Genom jimforelser med miljoner
andra tjanstekonsumenter vaskas fram en minutids profil av var och en av
oss, och gor det majligt for tjansten — med hjilp av bade minskliga och
ibland Al-agenter — att skriddarsy bade informationsflode och erbjudan-
den f6r att hélla fast vir uppmirksamhet, f oss att kopa si mycket som

18 Begreppet utvecklas pd ett littillgingligt sitt i Shanahan The Technological Singularity
(MIT Press, 2015), men boken gér det inte troligt att singulariteten skulle vara nira
forestdende.

19 Hansol. Exploring design practices for Explaining music recommendations. Master
thesis, Informatics and Media, Uppsala Universitet 2021.
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mojligt, eller paverka oss politiskt. Det ir i bakgrundsrelationen som fil-
terbubblor uppstar, nir informationsfloden skriddarsys efter vara asikter
och det var i bakgrundsrelationen som Cambridge Analytica-skandalen®
utspelade sig.

Det finns redan idag en mingd regleringar som paverkar bakgrunds-
relationen med Al, som exempelvis nir ”Cookie-Direktivet™! tvingar
foretag att gora sina anvindare medvetna om de Cookies som sparas pa
datorn. Vi har idag en mycket langtgiende reglering av hur tjinstekonsu-
menter maste informeras om informationsinsamling i olika former*?. Ur
teknikrelation-perspektiv 4r den regleringen ganska misslyckad, eftersom
dven bakgrundsrelationen 4r en form av anvindning. Nir tekniken arbe-
tar i bakgrunden for att servera oss det vi uppfattar som den mest rele-
vanta informationen och de mest intressanta erbjudandena, si r den si
osynlig som krivs for att den ska, i Heideggers terminologi, bli fullstin-
digt "Zuhanden’. Den passar somlést in i ett meningsfullt sammanhang.
Nir vi far en paminnelse om att tekniken ocksd samlar in information, s&
avbryts det sammanhanget och tvingar oss fokusera pd tekniken som ob-
jekt. Sa vi suckar irriterat, och klickar bort cookies-varningen sa att vi kan
fortsitta med vad det 4n var vi holl pa med. I bakgrundsrelationen 4r det
mycket svart att infora regleringar som inte bara blir kringliga formalite-
ter, utan pa allvar ger konsumenter nigon form av kontroll 6ver system.
Det kan fungera bittre att ge konsumenter kontroll Gver sin information

i efterhand, sd att de till exempel kan befalla systemen att glomma®.

20 Skandalen ledde till en kraftig inskrinkning i tillging till data for medieforskare. Se
Venturini och Rogers. “API-based research” or how can digital sociology and journalism
studies learn from the Facebook and Cambridge Analytica data breach. Digital Journa-
lism 7.4 2019. 532-540.

21 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002
concerning the processing of personal data and the protection of privacy in the electronic
communications sector (Directive on privacy and electronic communications).

22 Och mer reglering ir pa vig, se https://digital-strategy.ec.europa.eu/en/library/propo-
sal-regulation-privacy-and-electronic-communications.

2 1 MDI har forskare bérjat anvinda sig av begreppet “algoritmic experience” for att
finga slutanvindarens upplevelse av mekanismerna bakom ett intelligent grinssnitt. Se
Alvarado och Waern Towards algorithmic experience: Initial efforts for social media con-
texts. Proceedings CHI2018.
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3.4  En forkroppsligad Al

Kan Al férekomma i forkroppsligade relationer? Kan Al erbjuda en me-
ningsfull utvidgning av vir handlingsrymd, si att den later oss gora saker
genom den? Den forkroppsligade relationen, den som vi etablerar med allt
fran dill bilar och som 4r var vanligaste och mest sjilvklara relation med
teknik, dr den minst sjilvklara relationen i forhallande till Al-system.

En del Al-teknik kan komma oss mycket nira, som i avancerad protes-
teknik?. Verbeek anser att den hir teknikrelationen kommer oss si nira
att den bor ha ett eget namn, och kallar den fusion”. Hir handlar det om
tillimpningar dir maskininldrning anvinds f6r att specialisera tekniken
individuellt, skapa specialsydda 16sningar av bade fysisk utformning och
mjukvara for en enskild person. Cyborgen, den teknikforstirkta minnis-
kan, blir alltmer avancerad och problematiserar ytterligare vir drom om
Al som butler och slav; for hur ska vi dra grinsen i vara interpersonella
relationer mellan cyborg-medminniskor och androida robotslavar?

Men man behover inte ga till protestekniken for att hitta férkropps-
ligade relationer med Al-teknik. Al har anvints i tydliga verktygsfunk-
tioner ocksd: den har till exempel anvints av musiker for att konstru-
era unika musikinstrument it sig sjilva®®. Min forskningsgrupp har ett
nystartat projeke i den hir traditionen, dir vi kommer att designa Al-
baserade verktyg for individanpassad fysioterapi.

Embodiment-relationen skapar andra typer av etiska frigestillningar
dn de tidigare diskuterade relationerna. En problematik handlar om vem
som ska fi tillgdng till tekniken, och for vilka syften; en annan om vem
som har ansvar for tekniken om den fallerar (eller fungerar alltfor bra,
vilket redan blivit en friga for protesteknik i sportsammanhang). Men
den begrinsas idag ocksi av tekniska problem, genom att stilla andra
krav pa Al-tekniken 4n vad den idag utvecklas for. Det beror pd att vi vill
ha mycket stor kontroll 6ver den teknik vi tar till oss i en forkroppsligad
relation. Vi betraktar den girna som var personliga egendom och vill ha
kontroll 6ver hur den anvinds av andra. Den férkroppsligade tekniken 4r

24 Se t.ex. Edwards et al. Application of real-time machine learning to myoelectric pro-
sthesis control: A case series in adaptive switching. Prosthetics and orthotics internatio-
nal 40.5 (2016): 573-581.

% Firebrink ger exempel pa hur till och med triningen av ML-systemet kan bli en inte-
grerad del av en konsert. Fiebrink, R. A. Real-time human interaction with supervised
learning algorithms for music composition and performance. Ph.D. thesis, Princeton
University, 2011.
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ocksa vildigt tydligt multistabil: den blir osynlig i anvindning, men for-
tingligad nir vi slutar anvinda den. Om tekniken ir ett tillrickligt viktige
instrument for oss, 4r vi beredda att ligga tid och pengar pa att gora den
perfeke, vi putsar och lagar och dndrar?.

Allt detta stiller nya krav pd Al-tekniken 4n de ovriga relationerna:
den maste bli interaktiv och ge sin minskliga anvindare kontroll dver
dess inldrning. Inte heller kan tekniken trinas emot en sanning, ett ob-
jektivt ‘ritt’ site att fungera. I den forkroppsliga relationen 4r den en-
skilda minniskan teknikens enda facit och hen kan 4ndra sig precis hela
tiden — vilja anvinda tekniken pa nya sitt eller foredra nya resultat. In-
lirningen méste ocksd gi fort och ge omedelbara resultat, helst s fort att
den kan fungera tillsammans med direktmanipulation. Idag anvinder de
flesta system som byggs for interaktiv Al mycket enklare algoritmer 4n de
som dr objektivt "bist” pa att ldra sig

4 Kan vi vilja teknikrelation?

Teknik utvecklas normalt inte f6r att kunna fungera i alla teknikrela-
tioner. Ett par glasogon utvecklas inte for att uppfattas som en samtals-
partner, och de flesta broar kan inte anvindas som mitinstrument. Da-
tortekniken har bade en styrka och en svaghet i det hir sammanhanget.
Dess styrka dr att den 4r si oerhért generell — oavsett vilken teknikrela-
tion vi diskuterar kan datortekniken utformas att stoda den. Svagheten
dr att den inte dr speciellt bra pd multistabilitet — datorteknik tenderar
att inbjuda till en specifik teknikrelation snarare 4n till flera. Det hir dr
egenskaper som Al drvt.

Utveckling av ny teknik 4r inte godtycklig: minniskan kan inte ut-
veckla teknik hon inte forst konceptualiserat. Vi bade kan och behéver
vilja vilka teknikrelationer vi vill ha med Al, och det ir ett viktigt val,
eftersom minniskans relation med teknik alltid 4r symbiotisk: den teknik
vi formar idag kommer i sin tur att forma oss for 6verskidlig tid fram-
over”’. Valet avgdrs bade av hur vi pratar om tekniken och férestiller
oss relatera till den, och vilka regelverk vi bygger runt den. Det ir inte

26 Drijvers och Trouche (n 10).
%7 ”We shape our tools, and then tools shape us” ir ett populirt citat, men méjligen lite
vil optimistiskt eftersom de flesta ménniskor inte har s mycket méjlighet att paverka den
teknologi de utsitts for. Culkin, J. A schoolman’s guide to Marshall McLuhan. Saturday

Review 1967, 51-53.
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sjalvklart att de regelverken ska se likadana ut for alla teknikrelationer,
speciellt vad giller ansvarsfrigor.

Fran mitt perspektiv, som forskare i MDI, kan jag inte heller uppfatta
alla teknikrelationerna som lika dnskvirda. Bide alterior-relationen och
den hermeneutiska relationen leder till svara etiska problem, och lagstif-
taren har redan funnit det nodvindigt att reglera bakgrundsrelationen av
integritetsskil. Det interpersonella perspektivet far inte heller glommas
bort: speciellt problematiska blir relationer som ar asymmetriska mellan
olika parter, som mellan bakgrundsrelationen och den hermeneutiska,
eller nir relationen med Al-tekniken paverkar var relation med andra
minniskor. I jimférelse tycks den forkroppsligade relationen mindre pro-
blematisk.

Fran ett MDI-perspektiv skulle jag onska att bade lagstiftare och
teknikutvecklare tog till sig erfarenheterna fran attiotalet, och pa allvar
prioriterade var ritt till en verktygsrelation med Al-tekniken. Detta dt-
minstone som komplement till dagens drémmar om en allvis, objektiv
och autonom teknik. Verklig, personlig, och framfér allt demokratisk,
kontroll 6ver Al-tekniken far minniskor inte forrin vi alla kan betrakta
den som ett verktyg igen.
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Al as Juristic Person

1  Theissue

In recent years, the abbreviation Al, for Artificial Intelligence, has be-
come very common. The phenomenon of computers, or robots equipped
with computers, being as smart as humans, or even smarter, has called
for a lot of attention. A great number of people have, for several decades,
worried about Als taking over their jobs. Today this is true not only for
factory employees, but also for taxi-drivers, and even some qualified prac-
titioners in areas such as medicine and law.

The rapid rise of “the intelligent machines” in recent years has given rea-
son for additional worries and questions. Scientists in areas more closely
concerned with the production and development of Als often speculate
and express worries about smart machines taking over the world. Will
super intelligent machines continue to follow their less intelligent mak-
er’s instructions and do what they are told? Or will they build a superior
society of their own?

If the “robots” choose a path of their own, will they then pay appropri-
ate respect to mankind as their makers? Or will they consider us inferior
and insignificane? If so, will they allow human society to live and develop
further on its own? Or will they patronize us as simpleminded, and care
for us like helpless children, or even keep us as pet animals? Or will they
consider us as irrelevant as the rocks on the ground, and maybe, just by
chance, happen to exterminate the human race? As a lawyer, it is easy to
feel insignificant when confronted with questions like these. When it
comes to law, would even Isaac Asimov’s three laws of robotics suffice?
These are the following:
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“First Law
A robot may not injure a human being or, through inaction, allow a human
being to come to harm.

Second Law
A robot must obey the orders given it by human beings except where such
orders would conflict with the First Law.

Third Law
A robot must protect its own existence as long as such protection does not
conflict with the First or Second Law.”!

However, we do not yet know for sure what turn developments will take.
Will machines ever become sentient, with the ability to define their own
purposes and act on it? If so, when will this happen? In two years from
now, or in 200 years? Or will machines stay highly specialized, and just
perform the tasks their programmers put before them? Being special-
ized, however, does not mean not being dangerous. In the sci-i TV series
Stargate Universe there are unmanned spaceships specialized at warfare,
strongly suggesting the opposite.

In the years to come, machines will most likely take on more and more
complicated and diversified tasks, and more and more often function
as autonomous entities, taking care of most of the diverse businesses of
“their own”. This is something lawyers and legislators will have to deal
with; and the actions they take might decide the future of not only Al
but also of humanity. One of the main issues will probably be whether we
should “make room” for robots and other Als to form part of our societies
as autonomous persons under the law, or if we should just keep them “as
slaves” or pets — or try to. In other words: Should Als be homologated as
juristic persons? In this short essay, I have chosen to deal with this issue
from the perspective of a brief analysis of three different situations where
this question has already been asked, or might be asked in the future.

2 What is AI?

Artificial intelligence (Al) is intelligence demonstrated by machines,
unlike the natural intelligence displayed by humans (HI) and animals,
which involves consciousness, self-awareness and emotionality. The for-

' Asimoyv, Isaac, I, Robot, New York City 1950, p. 40.
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mal definition laid down by the European Parliament is: “Al is the ability
of a machine to display human-like capabilities such as reasoning, learn-
ing, planning and creativity”.? It is furthermore suggested that:

“Al enables technical systems to perceive their environment, deal with what
they perceive, solve problems and act to achieve a specific goal. The com-
puter receives data — already prepared or gathered through its own sensors
such as a camera — processes it and responds ... Al systems are capable of
adapting their behaviour to a certain degree by analysing the effects of pre-
vious actions and working autonomously.”

The following is a slightly different definition, used in communication
within the EU?

“Artificial intelligence (Al) refers to systems that display intelligent behav-
iour by analysing their environment and taking actions — with some degree
of autonomy — to achieve specific goals. Al-based systems can be purely
software-based, acting in the virtual world (e.g. voice assistants, image ana-
lysis software, search engines, speech and face recognition systems) or Al
can be embedded in hardware devices (e.g. advanced robots, autonomous
cars, drones or Internet of Things applications).”

A distinction is often made between Al in the form of “software”, e.g.
virtual assistants, image analysis software, search engines, speech and face
recognition systems, and “embodied” Al, such as robots, autonomous
cars, drones and Internet of Things (IoT) applications. Some Al tech-
nologies have been used for more than 50 years; but due to advances in
computing power, the availability of enormous quantities of data and
new algorithms, a major Al breakthrough has taken place in recent years.

2 European Parliament News: https://www.europarl.europa.eu/news/en/headlines/soci-
ety/20200827STO85804/what-is-artificial-intelligence-and-how-is-it-used as of 29-03-
2021.

3 Communication from the Commission to the European Parliament, the European
Council, the Council, the European Economic and Social Committee and the Committee
of the Regions on Artificial Intelligence for Europe, Brussels, 25.4.2018 COM(2018) 237
final: hteps://www.europarl.europa.eu/news/en/headlines/society/20200827STO85804/
what-is-artificial-intelligence-and-how-is-it-used.
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3 Isan Al ajuristic person under current
Swedish law?

Under Swedish law, two types of persons exist. These are (1) physical or
natural (i.e. biological) persons (Sw. fysiska personer), i.e. humans; and
(2) legal, judicial, juristic or juridical persons (Sw. juridiska personer).
Both of these are defined as persons under law, i.e. the juristic person is
not fictional.

Most juristic persons are some kinds of governmental or municipal
authorities, companies, organizations, foundations, deceased estates, or
estates in bankruptcy. Most of them are assigned a legal name and an in-
dividual registration number. Just as for a natural person, a juristic person
is able to acquire and hold rights, and to undertake liabilities, e.g. based
on legal promises issued by the juristic person. The juristic person also
has the capacity to act as plaintiff or defendant under a court, an author-
ity or an arbitral tribunal. Of course, one or more natural persons have to
conduct all actions taken on behalf of a juristic person, and to receive all
actions taken towards it. These persons may be legal representatives, such
as the board or CEO (Sw. verkstillande direktor) of a company limited
by shares (Sw. aktiebolag).

Of course, an Al, embodied or not, does not qualify as a natural per-
son; and as far as it is possible to foresee, such an Al will most likely never
exist. Natural persons are human beings only. Neither is an Al recognized
as a juristic person under current legislation. From a practical standpoint,
the rules on the formation of juristic persons are decisive when it comes
to which kinds of phenomena qualify as such. There are a few formal
procedures for the formation of a juristic person, and the detailed re-
quirements differ for various forms of juristic persons.

Intelligent machines are normally nothing but “things” under current
Swedish legislation, although some might qualify as real estate. Most of
them, such as robots and cars, are probably moveable property (Sw. 16s
egendom) in the form of moveable things (Sw. 6sa saker), while some,
e.g. a factory that does not form part of some real estate (Sw. fast eg-
endom), may qualify as non-moveable things (which are still moveable
property). Some factories and other facilities may also legally be part of a
real estate. However, the current legislation is not designed to deal with
entities such as Als. Therefore, the issue as to how the law should define
these is of relevance both de lege lara, i.e. when it comes to the construc-
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tion of current legislation, and de lege ferenda, i.e. regarding the need for,
and contents of, any new legislation.

4 The three cases

Notably, three typical cases may appear on the agenda for courts or leg-
islators in the years to come. I will first introduce them here, and then
discuss each of them in more detail.

The first of these is well known, and lawyers have been discussing it
for several decades. This is the case where the Internet, or some other
digital network, connects two or more computers, and these comput-
ers autonomously conduct business between the enterprises using them.
Typically, the computers exchange offers and acceptances based on their
programming, which can result in binding contracts between the enter-
prises involved. The issue put forth here is whether the pre-programmed
computers may, or should, be recognised as juristic persons, or whether
ensuing legal issues should be analysed as if they were so.

The second case regards self-driving cars and boats and other similar
autonomously functioning embodied Als. Of course, some person nor-
mally owns these Als, and they therefore qualify as the property of that
person. Questions arise that may be similar to those relating to the au-
tomated contracting discussed in the first case above; for example, when
the embodied Al invoices a customer, buys fuel, orders service and repairs
for the self-driving car etc. However, here we may take the scenario one
step further.

In this second case, the embodied Al has, for some reason, no owner.
The self-driven taxicab is, for instance, driving around minding its own
business, without any new directives, programming or supervision from
outside. It is making money and using it for its own good, probably
repairing and continuously upgrading the car’s machinery and the com-
puter’s hardware and software. The issue here is how to deal with such an
autonomously functioning Al when legal issues arise. Can, and should,
the ownerless Al be recognised as some kind of juristic person of its own?

The third case relates to artificial general intelligence (AGI), especially
if it can be operating at a human level. Is it possible for an Al to de-
velop the abilities typical of human natural intelligence (HI), such as
consciousness, self-awareness and emotionality? If so, the question arises
as to whether such a sophisticated Al should be homologated as a person
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under the law, and what kind of person that would be, i.e. a natural per-
son by analogy, or a juristic person, or something in between.

5  Case one. Automated contracting

Automated contracting, conducted by computers connected over the In-
ternet or some other digital network, is the first of the three cases dealt
with in this short overview. In these cases, parties are concluding con-
tracts, i.e. exchanging legal acts, mainly in various forms of offers and
acceptances, by means of electronic messages, generated and exchanged
automatically by and between pre-programmed computers. These tech-
nologies have been in use for many years in connection with automated
Electronic Data Interchange (EDI). The basis for this practice is generally
some kind of agreement between the enterprises that are parties to the
contracts, laying down the protocols that define the detailed conditions
under which these automated contracts are to be concluded (EDI-con-
tracts). The issue of whether the computers (or their programming) are
to be recognized as persons has also been on the agenda for a long time.

From a Swedish point of view, the main question in relation to auto-
mated contracting is whether, and if so how, the automated forms for
conclusion of contracts could be reconciled with the basic rules of con-
tract law and the diverse theories of scientific contract theory. The Swed-
ish Government Official Report on document management® has most
extensively dealt with these matters. The committee’s starting point is the
issue of whether a contract has to be based on a common will, i.e. the
parties’ mutual intention to be bound by the contract, which is possible
only when natural persons actually see and take part in the exchanged
declarations of intent. This approach may be questioned, because con-
tracts under Swedish law are actually concluded through the exchange of
declarations of intent (i.e. will) (Sw. viljeférklaringar) without any gen-
eral demand for the existence of a common will (Section 1 Contract Act).
However, the three alternative solutions discussed by the committee are
still of interest for the analysis here.

The solution advised by the committee (its #4ird alternative) is, in prin-
ciple, that the traditional rules and theories, based on the concept of
“declaration of will” (Sw. viljeforklaring), are not applicable when the
parties or their duly authorized representatives (i.e. natural persons) are

4 SOU 1996:40. Elektronisk dokumenthantering.
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not personally and directly involved. Instead, automated contracting
should be dealt with as a case where the actions as such lead to a contract
independently of the will of man or machine. I submit that this position
is based on an over-reaction, and therefore goes too far, which I will
elaborate below.

Another solution (the committee’s firsz alternative) is to presume the
existence of the will of the relevant natural or juristic persons, to be bound
by the legal promises issued on basis of the pre-programmed automated
routines. This may be an actual will, or a merely hypothetical one. This
model is ruled out by the committee, based on the argument that the
will of these persons could not be presumed to be as detailed as is actually
the case for the automated EDI-routines applied at the conclusion of the
contracts. However, this reasoning is at odds with how Swedish contract
rules are normally applied. A party to a contract does not even have to
read the text of a contract to be bound by it, let alone form a will includ-
ing (a correct understanding of) all of the details of the contract.

The fact that the pre-programmed instructions are often complicated,
with the output depending on information from diverse sources, does
not deprive the computer of its character as a tool. It is enough for the
concept of declaration of will to be applicable, that the party, i.e. a (duly
authorized) natural person, wants the computer to issue legal acts (offers
and/or acceptances etc) in accordance with its programming; or at least
through the programming of the applied protocols has demonstrated
such a will. The main difficulties, when it comes to the application of
Swedish contractual rules on automated EDI, actually relate to the appli-
cation of other rules, especially those requiring good or bad faith on the
part of any of the parties. How could a person be in bad faith regarding
something he or she did not know?

The second alternative solution discussed by the committee is of more
interest to the current analysis regarding Al as a juristic person. The idea
is that the information system is to be considered as some kind of third
party, and consequently the distinctive Swedish rules on agency (Sw.
fullmake) to be applied analogously. The committee, of course, rejects
this approach, because there is no involved third party with legal person-
ality under current law. Obviously, Swedish law denies the computers
(and their programming) a legal personality. Normally, the computers
involved in EDI contracting could, and should, be considered merely
as tools used by the parties to the contract, by the help of which they
execute their intentions to contract under specified conditions. The com-
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puter is nothing but a machine, working in accordance with its pre-pro-
grammed instructions.

Although the theoretical model, where the situation is analysed as if’
the computer was a juristic person, may not as such be totally without
merit in all situations, it is obvious that the answer to the current ques-
tion is that the computer is not recognized as a juristic person. There are
also no strong arguments in favour of recognizing it as such. The com-
puters, the software, and the tasks performed are not advanced enough to
make such legislation necessary or even practical.

6 Case two. Practical situations where an Al
may function as an independent person

Some known forms of, at least theoretically, autonomously functioning
embodied Als are self-driving cars, such as taxicabs, couriers and messen-
ger’s cars, or boats, drones, and robots, and some other moveable devices
or facilities connected by the Internet of Things. Such an autonomous
unit might in the future be able to function totally by itself, without any
instructions, such as commands, new programming, updates or input of
information etc, or supervision, diagnostics, testing etc from an owner
or supervisor.

Thus, the taxicab (or taxi boat etc) would be able to receive customers’
orders or bookings directly, e.g. from an Internet site or an app. It would
probably be electric, and be able to charge its batteries at a charging sta-
tion etc. If there is an available bank account that it could use, or if
some cryptocurrency such as Bitcoin is accepted, it would also be able to
receive payments from customers, as well as pay for the charging. Most
likely, it would also be equipped with the necessary equipment and soft-
ware to diagnose any faults or injuries to the car, or to the hardware or the
software, and to order roadside assistance and repairs, as well as updates,
and also to pay for these.

Of course, some person would normally be the owner of such an em-
bodied Al. The device would therefore qualify as the property of that
person. However, the situation becomes more interesting to us here if
the embodied autonomously functioning Al has no owner or supervisor
etc. The taxicab is, for instance, driving around literally minding its own
business, without any supervision. It is making money and using it for its
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own purposes, probably repairing and upgrading its machinery, hardware
and software continuously over time.

A relevant question is, of course, whether such an autonomous em-
bodied Al without an owner could possibly exist. The answer probably
depends on how future society is organised. To be able to address this
issue properly, it is necessary to assume that the Al had an owner initially.
Of course, it may happen that an Al (or several of them) was constructed
and built by another Al, and therefore never had a legal owner. However,
if so, that “mother AI” — or its “mother”, “grandmother” etc — at least
initially had an owner. So, how could the owner let loose its AI? It is pos-
sible that the owner was a natural person who died, leaving no heirs and
no documents regarding the Al, and that nobody knew of it. Maybe it
was even the intention of the owner to “set the Al free”, as a slave owner
could do with a slave in the old days. The same thing could happen if a
company owning an Al went bankrupt or was otherwise dissolved with-
out anybody knowing about the AL

The lack of ownership of the Al may, of course, somehow be resolved.
The rightful owner, e.g. a forgotten heir, might turn up and claim his/
her/its right. The owner’s estate of bankruptcy may claim the Al on be-
half of the creditors. The Swedish Inheritance Fund may claim its right
to the property that the devisor left behind. Somebody may claim their
right to the Al based on occupation, after having sized control of the Al,
where there is no owner able to prove ownership. Alternatively, there
may be other solutions laid down in future legislation. The issue here is
whether such future legislation might state that the Al qualifies as some
kind of juristic person.

Of course, there are considerable arguments against such a legislation.
Als are things under current legislation, and there are no convincing
moral arguments in favour of considering them as anything else. Having
a number of unidentified autonomous embodied Als conducting busi-
ness on their own, without any supervision, may also create problems
that we cannot even begin to imagine.

However, there may also be valid arguments in favour of recognizing
these Als as at least some kind of limited juristic persons. Maybe they
have grown in number, or maybe they fill a valuable function as part of
the economy, or maybe the cancellation of them would cause even bigger
problems. Putting them in a register, and recognizing them as some kind
of limited juristic persons, might then solve some of the problems that
they cause. This would also make it possible to oblige them to pay taxes,
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if they do not already do so, and to identify, count and supervise them,
to make sure that they are properly served, repaired and upgraded etc.

The type of business for which the Al is recognized and registered
might limit the individual Als legal personality. Thus, the self-driving
taxicab would, for instance, be able to enter only into contracts related to
the Al itself, and its machinery (service, repairs, upgrades etc), and to the
taxi business that it is conducting, but not other contracts. Some types
of contracts, such as bank account agreements, would be related to most
forms of Al businesses, of course.

My conclusion is that it is possible that autonomously functioning
embodied Als may someday in the future be recognized as at least limited
juristic persons for merely practical reasons.

7 Case three. Artificial general intelligence
at a human level or beyond

7.1  Some different classifications of Als

A distinction has commonly been used in recent years, between narrow
(also called weak) Al, which is specialised for one or a few tasks, and
general (or strong) Al, capable of performing most of the activities of
humans. A European expert group suggests the following definitions:’

“A general Al system is intended to be a system that can perform most ac-
tivities that humans can do. Narrow Al systems are instead systems that can
perform one or few specific tasks. Currently deployed Al systems are exam-
ples of narrow Al In the early days of Al researchers used a different ter-
minology (weak and strong Al). There are still many open ethical, scientific
and technological challenges to build the capabilities that would be needed
to achieve general Al, such as common sense reasoning, self-awareness, and
the ability of the machine to define its own purpose.”

A general issue is whether an artificial general intelligence (AGI) quali-
fies, or will in the future qualify, as a juristic person. Is it possible that an
AGI can develop in such a way as to be so similar to a human being that
we, for moral and/or practical reasons, have to recognize it as a person

> https://digital-strategy.ec.europa.eu/en/library/definition-artificial-intelli-
gence-main-capabilities-and-scientific-disciplines.
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under the law? For this issue, the concept of “AGI at a human level”, or
“human-level AGI”, is highly relevant. Is it possible for an Al to develop
the abilities typical of human natural intelligence (HI)? If so, the ques-
tion arises as to whether such an Al should be recognized as a person
under the law, and what kind of person that would be, i.e. a physical (al-
though not biological) person by analogy, a juristic person, or something
in between.

Another highly relevant concept is “Superintelligence”. This refers to
an Al that is superior to even the brightest and most skilled humans in all
or virtually all tasks. However, if such an Al comes into existence and be-
comes sentient, the main issue may not be whether we should recognise
it as a person, but whether it will recognise us as persons, and as worthy
of existing. Still, as lawyers it is our responsibility to deal with the issue
of whether a superintelligent Al is to be homologated as a juristic person.

7.2 Comparisons between Al and human intelligence

Scientists have identified a long list of differences between an Al and
the human mind. Some of the properties they emphasize are typical of
existing narrow Al systems, and might not exist in an advanced enough
AGI, or especially in a human-level AGI. Others are more general, as
they relate to how Al and HI, respectively, come into existence, or relate
to the basics of artificial perception, analysis or output. Of course, it is
not always possible to foresee which of the typical limiting Al traits it
might be possible to eliminate. Maybe all of them. For instance, it might
in the future be possible to construct biological robots, that are virtually
impossible to distinguish from humans, but which may be superior to us
in most ways.

The natural starting point for a comparison between human intelli-
gence and artificial intelligence may be that humans are a product of
nature, while computers and robots are synthetic. Humans consist of bi-
ological components, such as bone, flesh and blood, while typical com-
ponents of an Al, at least as of today, are made of metals, plastic and
other non-biological material. In an Al, there is a basic distinction be-
tween hardware and software, which does not exist in the human mind.
This calls for a radically different way of functioning. HI is also (mostly)
analog, while Al is essentially digital.

When it comes to size, the human brain contains approximately 100
billion neurons, with 10" connections between them, while artificial
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neural networks normally have considerably fewer neurons, maybe just a
few hundred. Still, the Al beats the HI by far when it comes to speed. It
is also, as such, less biased and more precise about details. HI is, on the
other hand, more universal, as we usually learn how to manage hundreds
of different skills during a lifetime, and are better at multi-tasking, and
coordinating complex movements. However, all of this may change to
the advantage of the Al. An Al that is not defective (in its hardware) or
corrupted (in its software) will often be better equipped for processing
and detecting details, especially in great numbers, in comparison to HI.

The comparisons between human intelligence and artificial intelli-
gence often focus on advantages and disadvantages of Al as compared to
HI, such as speed and adequacy in details. However, the decisive factors,
when it comes to recognizing an Al as a juristic person, may not be how
good the Al is at any (or all) specific tasks. Most tools are actually better
at specific tasks than are humans. Why else would we use them in the first
place? However, we still do not see any good reason to recognize them as
persons. Cars are much faster than we are, washing machines are better at
washing clothes, and computers are much better and faster when it comes
to advanced calculations. Obviously, the most relevant issue may not be
who is the best, the fastest, the most impeccable, the best at multitasking,
the most sustainable, the cheapest etc. Nevertheless, these comparisons
are interesting, as they may help us to decide, for instance, whether we
should trust Als as persons or not.

More relevant differences between Al and HI may be derived from a
comparison between how the processing works. Thinking by the human
brain is conducted by brain cells, i.e. nerve cells in the form of neu-
rons, communicating through synapses in specific patterns. In an Al the
software copies the functions of the brain neurons to form computing
systems called Artificial Neural Networks (ANNs) or just Neural Net-
works (NNs). However, they do not look, or work, exactly like the bi-
ological neural networks in the brain — they work by analogy with the
brain, not homology.

The artificial neurons that form the network’s nodes rather loosely
model the neurons in the brain. They are usually arranged in layers, which
may have different functions. All of the layers are usually connected to all
of the other layers. Each connection, called an edge, transmits a signal to
other neurons, which process it, and in turn signal other neurons. While
the neurons of the brain either fire or do not, firing in an artificial neuron
is mimicked by continuous values. The artificial neurons can smoothly
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slide between off and on. The “signal” is a real number computed by a
non-linear function of the sum of the neurons” inputs. The weight of the
neurons and edges typically adjusts, as a means of learning.

When it comes to the szructures under which the Al and the HI work,
there are also important differences. An artificial neural net starts from
scratch all of the time. The neurons are neatly ordered and addressed one
after the other. The human brain on the other hand has many predefined
structures wired into its connectivity. It also has specialized regions.

Another avenue of information more relevant to our purpose here
might be an investigation into how Al and HI respectively learn. The
details of human learning are not yet known. However, HI is a product
of natural development that has been ongoing for many thousands of
years, and also of natural learning from the individual person’s own life
experiences. We learn from various incidents and past experiences, and
from mistakes made in a trial-and-error process. Then we adapt to new
environments by utilizing a combination of different cognitive processes.

Al on the other hand, learns by evaluating outcomes and adjusting
the weight of the neurons and their connections. An Al is basically not
capable of unsupervised learning, such as is done by a child, and it lacks
intuition. Als of today have basically been developed for specific tasks
only. Through deep learning, where they are confronted with a great
number of situations, they may acquire a superior skill when it comes to
judging those situations, and may also develop an ability to judge new
situations, which to some extent compensates for lack of intuition in the
current context.

7.3  What is required for an Al to be recognised
as a sentient being?

For an Al to be recognised as a physical entity that is equal to a natural
person under human law and in our society, it obviously needs to fulfil
quite a few requirements, when it comes to the abilities necessary for it
to be able to function in that society, to care for itself, and to not harm
others or cause other problems. It needs sensory faculties, memory, some
kind of common-sense reasoning, an ability to make decisions, and much
more.

However, when the issue of whether to homologate an Al as a physical
juristic person reaches the agenda of lawyers, most, or maybe all, of these
requirements will probably already have been fulfilled. It is, of course,
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possible that the main issue will be whether Als are harmful to humans or
not, or whether humans will accept robots as their equals or not. Maybe
the Al will be subject to a new form of “racism” Quite a few sci-fi books
have been written, and movies made, about such issues. To be compara-
ble to humans in fundamental respects, the Al also needs the ability to
define its own purpose. On the other hand, such an ability might turn
out to be harmful. Still, if the purpose of the machine is predestined by
its maker, how can it be recognised as equal to that same maker? Why
should we not just consider it a tool? In other words, the Al needs to be
free to decide about its own purpose and make its own decisions, but still
not free to commit murders or other crimes, with the possible exception
of those of a trivial nature.

When it comes to the requirements an Al has to fulfil, the most cru-
cial, and maybe also most difficult one to accomplish and evaluate, might
be that it needs to be sentient. It is suggested that this means that it needs
to be conscious and self-aware and able of feeling emotions. However,
how do we know whether it is? This will most likely be a complicated task
for Al scientists and engineers to decide. Of course, we probably don’t
necessarily need this. If we want to recognise an Al as a juristic person for
practical reasons, it might be enough in this respect that it behaves as if it
was conscious and self-aware (and of course has proven not to be danger-
ous or otherwise harmful etc). However, for us to feel the need to recog-
nise robots etc as equals for moral reasons, they probably need to actually
fulfil some requirements when it comes to consciousness, self-awareness
and probably also emotionality. They need to be conscious and aware of
themselves and have feelings. Consciousness is the basis of this.

Science does not yet know very much for certain about consciousness.
Maybe only humans or perhaps some of the more developed animals are
conscious. It is also possible that consciousness is everywhere and even
rocks are conscious. To get to know consciousness, we might have to look
within. Yogis and other spiritual practitioners have done so for thousands
of years. Of course, such introspection does not qualify as science. Never-
theless, it is the same type of observational knowledge on which science
is based. Yoga has also been called “The science of the subjective experi-
ences’. It is of course easy to predict a number of problems for a scientist
willing the attempt to “make science” out of these experiences.

People having spiritual experiences do not usually speak of them, and
when they do, what they say is not always scientifically useful. Most yogis
and spiritual leaders, who speak of valid spiritual experiences, do not
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provide a short scientific description of their observations during “higher
states of consciousness”. Instead, they often want to explain and adjust
them, to make them fit into an existing belief system, or sometimes even
to establish a new religion or sect based upon them. It is also not always
easy to put such experiences into words. On the other hand, equipped
with an adequate set of questions, scientists might eventually be able to
identify and categorize specific spiritual experiences, and thus gain some
extra insight into the domain of consciousness.

Once, many years ago, I was told an old story about a Zen master and
his young disciple. The disciple was told to meditate on the sound of
one hand clapping. He did not understand. Two hands clapping together
was needed to make a sound. The first days and weeks, he now and then
thought he might have got the answer. Was it the sound of the hand
clapping on the ground? No, that was not it. Was it the sound of the
wind that the hand produced when moved fast? No, that was also wrong.
He tried other answers too, but none of them worked. The master just
shook his head.

At last, the disciple got so exhausted that it triggered a scary spiritual
experience. Afterwards, he was frightened and ready to give up his
spiritual quest. However, first he described the details of his experience
to the master. The master then lit up. This was an experience of Type 4,
subtype so-and-so, from the sound of one hand clapping. The disciple
had reached his goal. Whether any of this is true, I dont know. Still, it
suggests that the experiences from spiritual exercises might be the same
for different people, and that they can be categorized.

An interesting angle when it comes to Als is that there probably has to
be something to be aware of, and this something might have to be of a
specific nature. Even if the rocks on the ground are conscious, what could
they experience? Humans are conscious, but we still do not normally
consciously experience anything during narcosis or deep dreamless sleep.
Human thinking is multidimensional, and works on the basis of some
kind of inner “map of the world”, created on the basis of the hereditary
structures of the brain and nervous system, memories from past experi-
ences, and sensory input. Internal images, which may consist of visual
images, sounds, feelings, taste or smell or a mix of some or all of these,
form essential parts of this “inner map”.

The “map of the world”, or something similar, might actually be a
component necessary for consciousness to arise. The current Als’ pro-
cesses are not like that. They are linear, at least basically, and lack such a
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map of the world. Neural nets do not build models of the world. Instead
they learn how to classify patterns. Maybe such processing is not adapted
for consciousness, and maybe there is just not enough there to be con-
scious about, when there is no inner map to relate to? Only the future
will supply us with the final answers to such questions.

To sum this up, the most crucial abilities typical for human natural
intelligence are consciousness, self-awareness, emotionality, and the abil-
ity to create an inner image or map of the world. Maybe all or some of
these are necessary for an Al to qualify as sentient, and on that basis be
recognised as a juristic person.

8  Conclusions

The issue of whether an Al should be homologated as a juristic person
may occur in different situations, and cause diverse types of legal prob-
lems, which may call for disparate types of legal analysis and solutions. In
this article, three types of cases have been used to illustrate the diversity
of miscellaneous problems, types of analysis, and resolutions.

In the first case, regarding automated contracting, the crucial issue
comes up under current law and is dealt with as a typical legal issue de
lege lata. The Al is presumed to be weak and its job assignment narrow.
There is obviously no need to recognize the contracting computers (or
their programming) as persons. Still, the theoretical model for which the
idea of the computer as a separate legal entity clears the ground, might
sometimes be a helpful tool for the legal analysis.

The current issue may also, as in case two, present itself as a feasible
practical resolution to a potential future problem, caused by embodied
Als that function autonomously without any owners taking care of them.
In such a scenario, the legal personhood of the Als may at least primarily
serve an economic and pragmatic purpose. The arguments in favour of
recognizing the Als as juristic persons are, at least potentially in a possible
future, considerably stronger than in the first case. They are also of the
same general category as those arguments, on which the current laws of
juristic persons in the forms of companies, organizations etc are based.
It is, however, suggested that it might be sufficient to grant the Als in
this scenario a legal personhood that is limited to what the embodied Al
needs in order to continue conduct its business, and thus contribute to
society.
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A major ethical dilemma, illustrated by case three above, is caused by
any future generation of advanced Als that qualify as sentient beings; and
it is surprisingly often presupposed in scientific discussions, as well as in
sci-fi books and movies. Still, this presupposition must, as of today, be
considered rather speculative and hypothetical. Here are also multitudes
of issues to deal with, for scientists, philosophers and engineers, as well as
for lawyers de lege ferenda.

In the analysis above, I arrived at the conclusion that consciousness,
self-awareness and emotionality may be crucial for an Al to qualify as
sentient. It is also suggested that the ability to create an inner image or
map of the world might be decisive for the prospect of consciousness to
arise. If a sentient Al ever exists, ethical arguments will probably be of
major importance, as support for any claim for it to be “freed from its
slavery” and homologated as a person equal to humans under the law.
Then, a number of other issues may also surface, such as safety issues — for
the Als as well as for humans.
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Anni Carlsson

Persons or Property? Legal Status
of Humanoid Robots in Three

Contemporary Novels'

minds create matter
minds create fiction

as a matter of fact

as if matter is fact
matter is fact

so spirit must be fiction
science-fiction

Saul Williams

1 Introduction

Humanoid robots and other forms of artificial intelligence (AI) have ex-
isted in fiction for centuries.” In reality, the technological development
has not yet advanced so far that robots with human-like looks and attri-
butes would be roaming among us. Nonetheless, both scholars and the
general public are intrigued by the question of whether such artificial en-
tities should be granted the same legal rights as humans.? As it is not yet

' My thanks to Katja de Vries and Therése Fridstrdém Montoya for comments on a draft
of this chapter.

2 For example, Eileen Hunt Botting, Artificial Life After Frankenstein (Penn Press 2020).
3 On rights and legal status of Al see e.g. John Stewart Gordon and Ausrine Pasven-
skiene, “Human rights for robots? A literature review”, Al Ethics (2021); Joshua C Gel-
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empirically possible to study the legal status of such entities in real life,
the next best thing is to look at how they are treated legally in fictional
worlds where human-like robots already exist in societies more or less like
ours. Looking for guidance in fiction is fruitful since “law is also present
in an imaginary society” as “imaginary worlds and societies created by
authors also contain an innate and implicit legal dimension”.# In this
paper, it is these types of legal dimensions that I will investigate in three
contemporary novels depicting fictional societies where artificial entities
co-exist with humans.’

The novels that will be analysed are Machines Like Me: And People Like
You by lan McEwan (2019) (hereinafter Machines Like Me), Frankissstein:
A Love Story by Jeanette Winterson (2019) (hereinafter Frankissstein) and
Klara and the Sun by Kazuo Ishiguro (2021). To begin with, the legal
status of Al in each of these three novels will be studied. The focus will
primarily be on determining whether the artificial entities depicted in the
novels have the status of legal objects or legal subjects, i.e. whether they
are regarded as property owned by others or persons with their own legal
rights.® On the basis of this analysis, the question of legal status of Al
will then be briefly discussed in light of the concept of homo juridicus, as
developed by Fridstrdom Montoya. Hereinafter, a somewhat more radical
notion will be entertained by asking whether the artificial entities descri-
bed in the novels as fictional characters should enjoy rights of some kind.
A short conclusion will round up the paper.

lers, Rights for Robors: Artificial Intelligence, Animal and Environmental Law (Routledge
2020); Jacob Turner, Robot Rules: Regulating Artificial Intelligence (Springer 2019); Robert
van den Hoven van Genderen, “Legal personhood in the age of artificially intelligent
robots” in Woodword Barfield and Ugo Pagallo (eds.), Research Handbook on the Law
of Artificial Intelligence (Edward Elgar 2018); DJ Gunkel, “The other question: can and
should robots have rights?” (2018) 20 Ethics Inf Technol 87.

4 Jaakko Husa, “Comparative law, literature and imagination: Transplanting law into
works of fiction” (2021) 28(3) Maastricht ] Eur Comp Law 371, 383.

> For an anthology bringing together the interdisciplinary fields of law and code and
law and literature, see Mireille Hildebrandt and Jeanne Gaakeer (eds.), Human Law and
Computer Law: Comparative Perspectives (Springer 2013).

6 Cfvan den Hoven van Genderen, at 213.
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2 Adam in Machines Like Me — Ambulant

Laptop or Poet in Love?

In Machines Like Me by McEwan, we meet Adam, who is described as
“[t]he first truly viable manufactured human with plausible intelligence
and looks, believable motion and shifts of expression”.” Adam is part of
the first edition of twenty-five robots, consisting of thirteen females cal-
led Eve and twelve males called Adam. The novel takes place in a coun-
terfactual Britain of the 1980s, where computers, self-driving cars and
other forms of Al have already been reality for some time. The narrator of
the novel, a former lawyer and current (rather unsuccessful) stock trader,
Charlie, uses his inheritance to buy an Adam for £86,000. Adam is mar-
keted “as a companion, an intellectual sparring partner, friend and facto-
tum who could wash dishes, make beds and ‘think’”.® From the starg, it
is accordingly clear that Adam, regardless of his human-like appearance
and attributes, is a product bought by a consumer.

Like any other piece of electronics, Adam comes with a 470-page long
user manual and batteries that must be charged before the first use. Ho-
wever, right from the beginning, Charlie finds it difficult to think of
himself “as Adam’s ‘user’””. Rather, he had “been expecting a friend” and
“was ready to treat Adam as a guest in [his] home”.? This tension bet-
ween technically having bought home a product, but feeling rather like
having got a new roommate, runs throughout the whole novel. How
should Charlie treat Adam, who is legally his property, but who “looks
and sounds and behaves like a person”?'® He can simultaneously view
Adam as an “ambulant laptop”, only to find himself the next moment

thinking of Adam as “him”, instead of “it”."!

7 Tan McEwan, Machines Like Me: And People Like You (Jonathan Cape 2019) 2. For a
brief discussion of rights of robots with the starting point in the novel, see also Joshue
Jowitt, “Tan McEwan’s Machines Like Me and the thorny issue of robot rights” (7he
Conversation, 17 April 2019) https://theconversation.com/ian-mcewans-machines-like-
me-and-the-thorny-issue-of-robot-rights-115520, accessed 17 August 2021. Also Bot-
ting briefly deals with Machines Like Me, Botting, at 198-199.

8 Ibid., 3.

? Ibid., 6.

10 Tbid., 94.

1 Tbid., 273.
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Regarding liability issues, there is no personal responsibility for
Adam.'” When Charlie is chagrined by the fact that he himself has to
choose preferences with regard to Adam’s personality, he muses: “Why
leave it to me? But of course, I knew the answer. [...] Even if it knew
the best, the least harmful, parameters of personality, which it couldn’, a
worldwide corporation with a precious reputation couldn’t risk a mishap.
Caveat emptor.”'? Charlie regards the freedom to choose Adam’s persona-
lity merely as “a way of binding me to my purchase and providing legal
protection for the manufacturer”.!# It thus appears that Charlie, as the
owner, is liable for the actions of Adam; Charlie recognises himself as
“legally responsible for anything he might do”.!> What liability the ma-
nufacturer has for the actions of Adam is not clear, but some additional
contractual details from the sales agreement are disclosed. The manu-
facturer has the right to get access to Adam at certain intervals, and an
engineer visits Charlie to control Adam’s code and carry out tests on him.
And, perhaps most importantly, to re-enable the kill switch which Adam
(as well as his other robot siblings) had managed to disable. During the
engineer’s visit, Charlie also uses his “contractual right” to get answers
to his questions by asking the engineer about Adams and Eves who are
rumoured to have committed suicide or downgraded their intelligence.'®
The engineer sent by the manufacturer brushes all this off as fake news,
disseminated by competitors.

The fact that the robots as products do not enjoy any rights against
their owners seems clear, but what about their responsibilities towards
their proprietors? Do they lack rights but have obligations against their
owners? Charlie contemplates this question after Adam has sex with his
girlfriend and claims to be in love with her. He is uncertain of what obli-
gations Adam has towards him. He assumes that there is some obligation
for Adam to be helpful, but otherwise “[w]hat does the slave owe to the
owner?”!” Although Adam is a product purchased by Charlie, his “ex-
pensive possession”,'® he cannot help but regard him as a fellow human
being. And what is owning another human being but slavery? Yet, legally,

12 For liability issues related to Al, see e.g. Turner, at 81-132.
13 McEwan, at 7.

14 Tbid., 8.

15 Ibid., 146.

16 Tbid., 191.

17 1bid., 88.

18 Tbid., 87.
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Adam is classified as property. When Adam deliberately breaks Charlie’s

wrist, it should not accordingly be regarded as an assault committed by a
responsible legal subject. Rather, it is a question of Charlie hurting him-
self with a product he has bought.

The societal consequences of the arrival of advanced artificial entities
and their eventual legal rights are also expressly addressed in the novel.
One day, when Charlie walks past a church associated with the anti-
slavery movement and its leader William Wilberforce, he regrets having
treated Adam “like a servant” earlier when he had switched him off for a
long time. He ponders that the anti-slavery activist Wilberforce “would
have promoted the cause of the Adams and Eves, their right not to be
bought and sold and destroyed, their dignity in self-determination”."”
Here, the contrast with Adam’s current position as a purchasable product
is tangible, and another way of perceiving the legal status of robots is sug-
gested as possible. Charlie imagines a near future where robots are doing
the jobs of dustmen, doctors and lawyers. The threat of Al felt by people
in the inflation-ridden and politically volatile British society with high
unemployment is further manifested by a robot hung in a gibbet, which
Charlie comes across during a demonstration.

Adam can fall in love, recite Shakespeare, write haikus, skilfully fold
origami and make a fortune in the stock market. Nonetheless, he is trea-
ted like a product, which can be purchased, discarded and even destroyed
by its owner. “I bought him and he was mine to destroy”, Charlie reasons
after he ends up demolishing Adam with a hammer.?® “It wasn't a murder,
this wasn't a corpse”, Charlie tries to assure himself when contemplating
the body of Adam stored in a cupboard.?! Not everyone agrees, however.
When Charlie discusses Adam’s fate with Alan Turing, the British WWII
code breaker and a computer science pioneer, who in this alternative his-
tory is still alive and one of the forerunners of Al, Turing condemns his
actions. Turing tells Charlie that he hopes “that one day, what you did to
Adam with a hammer will constitute a serious crime. Was it because you
paid for him? Was that your entitlement?”?? He further accuses Charlie:
“You didn’t just negate an important argument for the rule of law. You
tried to destroy a life. He was sentient. He had a self. How it’s produced,

Y Ibid., 46.

20 Tbid., 278.
21 Ibid., 293.
22 Tbid., 303.
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wet neurons, microprocessors, DNA networks, it doesnt matter.”** Char-
lie thus stands before Turing, “accused of an attempted murder for which
I would never stand trial”.?4 In a legal sense, what he has done is simply
to destroy his own property. The discussion between Turing and Charlie
explicitly sheds light on the different perspectives that can be taken with
regard to the legal status of machines like us.

3 Klara in Klara and the Sun — Family
Member or Vacuum Cleaner?

While in Machines Like Me the reader only gets acquainted with Adam
through the narrator Charlie, the Nobel laureate Ishiguro’s novel Klara
and the Sun is narrated by its robot protagonist. The narrator Klara is an
AF (“artificial friend”), model B2 from the fourth series, who spends her
days in “the store”, waiting for a prospective buyer. Sometimes she gets
to stand at the window, getting thus direct access to the sun, which gives
AFs like Klara their nourishment. There are other AFs in the store too,
waiting to be taken home by customers. These include robots of a more
recent AF model B3, who are competing with Klara for floor space and
buyers’ interest in this marketplace of robots. The decisions regarding the
placement of the AFs in the store each day are made by the Manager, who
converses with the robots in a human-like manner. Here, it is thus also
evident from page one that Klara is a product to be sold, not a person
with legal rights of her own.

Finally, Klara is bought by a girl named Josie and her mother. Klara is
above all acquired as a friend for Josie, who is often unwell. While Josie
and her mother generally are kind towards Klara, their housekeeper, Me-
lanie, is initially somewhat more suspicious. She gets irritated by Klara
following her around and gives her brusque commands. For instance,
when sitting in a car, Melanie orders Klara: “AF. Strap on belt. Or you
get damaged.”” It is property that gets damaged, while people get hurt.
Melanie’s behaviour towards Klara accordingly constitutes a contrast
to the otherwise familiar way Josie and her mother usually address her.
Klara also gets treated like an inanimate object by a group of children

23 Tbid.
24 Ibid., 305.
25 Kazuo Ishiguro, Klara and the Sun (Faber & Faber 2021) 93.
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visiting Josie. They taunt Klara when she does not answer their questions
or take orders. The children threaten to throw Klara across the room “to
test her coordination” and compare her properties to AFs of a newer B3
model.?¢ The children thus treat Klara like a thing, which they expect to
demonstrate human-like capabilities on command.

Legally a product, Klara is treated as such by some, while others treat
her more like a person. The mother of Josie’s friend, whose home Klara
visits, gives the most explicit expression of the complex feelings raised in
humans encountering robots: “One never knows how to greet a guest
like you. After all, are you a guest at all? Or do [ treat you like a vacuum
cleaner? I suppose I did as much just now. I'm sorry.”? Just as in Machi-
nes Like Me, people experience difficulties trying to figure out whether to
view robots like things or fellow human beings.

Compared to Machines Like Me, fewer details are provided about
the society the characters inhabit. The novel most likely takes place so-
mewhere in the US, sometime in the future. It is, nonetheless, clear that
also in the larger societal context, the relationship between humans and
robots is not without strain. Josie’s mother is described as “high-ranking”,
working long hours in a law department, while Josie’s father, a former
expert with specialist skills, has lost his work after “substitutions”. Not
much is revealed about the background, but a reasonable interpretation
is that many jobs have been taken over by robots. Becoming “post-em-
ployed” has been the fate of many, including a friend of Josie’s father
who used to work as a judge. The tensions between humans and robots
become particularly manifest when a stranger confronts Klara on a busy
street where people queue outside a theatre. The woman asks Klara’s com-
panions whether they are planning to bring the “machine” to the theater.
“First they take our jobs. Then they take the seats at the theater?” the an-
gry stranger utters.”® On the same street, a petitioner collects signatures
to protest the clearing of a building where hundreds of post-employed
people, including many children, are living. It becomes clear that drastic
changes have taken place in society as a consequence of the evolution of
robotics.

Other, even more sinister, societal changes appear little by little to the
reader as well. The parents now have the possibility to let their children

26 Tbid., 75.
7 Ibid., 145.
28 Tbid., 242.
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be genetically enhanced, “lifted”. Those children whose parents decide
against gene editing condemn their offspring to the lives of “unlifted” se-
cond-class citizens with a very slim chance of being able to go to college.
But the price paid by the families for genetically boosting the children is
sickness, sometimes even early death. Josie is often ill, and her sister died
as a consequence of the genetic modification. It is revealed that one of the
reasons behind the decision to buy Klara was to train her to become like
Josie and thus capable of replacing the real Josie in the event of her death.
A Josie look-a-like AF is being manufactured as a body for the new Josie,
to be fused with the software of Klara-trained-as-Josie.

The novel never gets as far as the creation of the artificial Klara-Josie,
but it is interesting to consider what the legal status of such a robot would
be. As Mr Capaldi, the fabricator of the AF Josie, puts it: “The new Josie
won't be an imitation. She really will be Josie. A continuation of Josie.”* It
is probable that Josie’s family would treat AF Josie differently compared
to how they treat AF Klara, as people are likely to have a closer social and
emotional connection to their children than to someone else living with
them. Would destroying AF Josie with a hammer be regarded as mere
property damage as was the case with Adam? Or should it be regarded as
a murder, in case AF Josie really is Josie? Would Josie’s family own this
new Josie in the same way as they own Klara? Complex questions arise in
case Al is used to “continue” human beings after their death.

Once it becomes clear that Josie will survive and there is no need to go
further with the AF Klara-Josie, Mr Capaldi asks Klara to volunteer for a
group of AF-friendly scientists and let them reverse-engineer her in order
to look inside her “black box”. Mr Capaldi describes for Klara people’s
current attitudes towards AFs: “I've always regarded you as our friends.
A vital source of education and enlightenment. But as you know, there
are people out there who worry about you. People who are scared and
resentful.”?® There is a backlash against AFs by people who are concerned
about Al becoming too smart and not knowing how the robots think
inside their black boxes. That is why Mr Capaldi & Co want to open
up Klara’s black box and show the sceptics what is inside. Josie’s mother
refuses to let Klara participate. Although Mr Capaldi addresses himself
to Klara and asks for her consent, it is after all Josie’s mother, who is the
owner of Klara and has the right to decide over the use of her property.

2 Ibid., 208 (emphasis in the original).
30 Ibid., 297.
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According to Josie’s mother, Klara “deserves her slow fade” instead.’!
Ultimately, this is also what she gets. At the end of the novel, we find
Klara at “the Yard”, a rubbish dump-like place where she slowly fades out
among other discarded pieces of machinery.

4  XX-BOTs and Scanned Brains in
Frankissstein — Narrow-Goal Slaves
or Sources of Eternal Life?

In Frankissstein by Winterson, the reader gets to follow the creation of the
ultimate ancestor of all Al, the Frankenstein’s monster, as well as its more
modern offspring. First of the novel’s two parallel narratives focuses on
the author Mary Shelley and the genesis of her novel Frankenstein at the
beginning of the 19" century. The rest of the novel deals with a group of
characters in the present-day UK and US who, in different ways, come in
contact with Al. As one of the characters of the novel asserts: “Franken-
stein was a vision of how life might be created” and “the first non-human
intelligence created by a human”.>? In Winterson’s novel, the progeny of
Frankenstein and his monster come in many shapes and sizes.

At the beginning of the novel, a transgender doctor Ry Shelley attends
Tec-X-Po on Robotics in Memphis in order to interview Ron Lord, an
overwhelmingly politically incorrect developer of a sexbot range “XX-
BOT”. Sexbots are manufactured in China and come in different models,
including “Economy” (the cheapest one), “Cruiser”, “Racy”, “Deluxe”
and “Vintage”. They are available in different skin tones, and specific
models are designed for different geographic markets. That sexbots are
mere objects and products, and not legal subjects with their own rights,
is obvious from the outset. Ron Lord’s business makes it possible to both
buy and, above all, rent sexbots. The first alternative for engaging with an
XX-BOT is to “buy her and own her [...] bring her in for a service once
or twice a year, depending on the wear and tear”. It is also possible to
order spare parts online “if any of her gets damaged, or too messy”. Also

31 Tbid., 298.

32 Jeanette Winterson, Frankissstein: A Love Story (Jonathan Cape 2019) 27-28. For a
further discussion on the importance of Shelley’s Frankenstein for the evolution of AL see
Botting. She also briefly discusses Frankissstein, ibid., 193-197.
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“trade-ins and upgrades” are available.”® Another alternative is renting an
XX-BOT, which is the franchise model, inspired by car rentals, which
Ron Lord is promoting at the conference. According to him, “renting
gives you all the pleasure and none of the problems. Breakages, storage,
updating — the technology is changing all the time.”* In addition, when
renting an XX-BOT, “every girl gets hygiene-checked, bathed, perfu-
med”, and it is possible to choose different outfits for them. The ren-
tal bots also “get time off for education” in order to “improv(e] their
circuit boards”.*> The vocabulary of the sexbots is rather limited, with the
Deluxe model having a vocabulary of around 200 words. XX-BOTS do
not have names in order for each customer to be able to decide what to
call them. Overall, it is hence blatantly clear that Ron Lord’s sex robots
are legally more like cars than real girls.

Ron Lord is further planning to open a large sexbot factory, as well as
a workshop specialised in making XX-BOT-heads in Wales, in order to
create jobs after Brexit. There is a demand for spare heads as many “XX-
BOTs get their faces bashed in” and “thrown at the wall”.?¢ Just like when
Adam was mashed with a hammer, or the children threatened to throw
around Klara, bashing a sexbot results only in damaged property, the
broken pieces of which can be replaced with spare parts. As to the legal
implications of the sexbots, Ron Lord maintains that “there’s no such
thing as underage sex when it’s a bot”.>” As sexbots are not humans, no
ethical and legal boundaries accordingly apply when sexually engaging
with them.?®

A contrast with these rather crude sexbots with limited intellectual
capacities is provided by the research carried out by the scientist Victor
Stein, with whom Ry is romantically involved. Victor Stein specialises
in combining machine learning and medicine, with focus on “human
augmentation”.? This entails e.g. training algorithms to diagnose diseases
and developing robotic prosthetics, but the ultimate aim of his research is

3 Winterson, at 38.
34 Ibid.

% Ibid., 39.

36 Ibid., 51.

37 1bid., 47.

38 For a discussion on the rights of sex robots, including a hypothetical scenario where
the owner of a sex robot strikes his robot across face on a subway, see Gellers, at 161-163.
On sex robots, see also e.g. Turner, at 157-159.

39 Winterson, at 110.
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to “[e]nd death”.%° Here, we hence find us on the borderland between Al
and biology, algorithms and human tissues. Victor Stein describes Ron
Lord’s sexbots as “narrow-goal robots”, existing only for the narrow goal
of “sex and personal satisfaction”.*! In contrast, Victor Stein’s own plans
in the field of Al are all but a narrow goal.

Victor and Ry first met in the Alcor Life Extension Foundation in
Arizona, where dead bodies and brains are preserved with the help of
cryonics and lie in wait for future technologies that might make it pos-
sible to resurrect them. While “[m]edically, and legally, death is deemed
to occur at heart failure”, the brain “will not die for another five minutes
or s0”.%2 Consequently, “if the brain can be preserved during the process
we call death, perhaps it can be restored to consciousness some time in
the future”.*® Victor asks Ry to return to Alcor and bring him the cryo-
preserved brain of his doctoral supervisor I.]. Good, a mathematician and
code breaker colleague of Alan Turing during the WWII. As part of his
research, Victor intends to try to scan Good’s brain into a computer, and
thus bring him back to life as a “mind without matter”. The new body he
has designed for Good consists of a two feet tall cylinder base on wheels,
ficted with arms and a head, “look[ing] like a cross between a puppet and
arobot”.* By uploading the scanned brains of Good into this robot body,
Victor Stein aims to resurrect his old professor to eternal life.

As to the legal implications of bringing a brain across the Adantic,
Victor assures the initially reluctant Ry: “It is legal. The paperwork is in
place.”® Somehow, Victor Stein hence seems to have the legal right to
scientifically experiment with the conserved brain of his old supervisor.
The more interesting question is what would be the legal status of Good’s
scanned brain if it were to be resurrected in its new miniature robot body.
It would be the precise digital copy of the contents of his brain, only in a
new vessel. There are parallels to the manufacturing of robot-Josie, with
the software of Klara-trained-as-Josie uploaded inside it. The difference is
that AF Josie would be Josie by virtue of containing software from Klara,
who has been trained to become Josie. In case of robot Good, it would
contain the exact copy of the contents of his brain, not merely a software

40 Tbid., 111.
4 Tbid., 85.

42 Tbid., 223.
4 Ibid., 224.
4 Tbid., 265.
4 Tbid., 204.
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that has been trained to simulate him. Should robot-Good have more
rights than robot-Josie just by virtue of its software being a blueprint of
the brain of a particular individual? Or are Klara-trained-as-Josie and
Good-the-scanned-brain, in fact, the same thing, merely software repre-
senting — one perhaps more accurately than the other — a human-being
who once lived? In both cases, the mind of the potential right-bearer con-
sists of just zeros and ones, not any biological substance. And how much
would it matter, in the relational and social sense, that the new Good did
not have a human-like body resembling that of the old Good? Would the
physically Josie-like AFE, after all, be regarded as more deserving of legal
rights than an uploaded brain connected to a little robot-puppet?“® The
experiments of Victor Stein raise many intriguing issues as to the legal
rights of humans resurrected to eternal life as computer code.

While the other two novels present worlds where the development
of human-like Al has progressed far, there is no such high-tech society
in Frankissstein. Instead, the characters entertain and debate different
potential scenarios for a future where humans and robots live side by
side. For instance, Ry visualises a future where “[c]hildren will soon have
mini-iPals to keep them company”.”’ Ry’s vision is not far from that of
Klara, the artificial friend of Josie. Also, other possible uses of robots are
contemplated: “In theory, if you own your own robot, you can send it
out to work for you and keep the money. Or you can use it at home as an
unpaid servant.”® This is partly how Charlies uses Adam, who earns him
money in the stock market and does household chores.

At least Victor Stein has it clear for himself what he wants from the
future robots. He “would prefer to develop bots as a completely separate
life form that remains sub-par to implant-modified humans. Our helpers
and caretakers — not our equals.”*’ Or as he explicitly spells it out later in
the novel: “[BJots are our slaves; house slaves, work slaves, sex slaves”.>°
This vision of the future would entail regarding robots as inferior to hu-
mans, and continuing to treat them legally as objects, not subjects. The
boundary between humans and robots should accordingly be strictly po-

4 On how a robot’s physical appearance affects the affinity humans feel towards it, see
e.g. Gellers, at 146-147.

47 Winterson, at 99.

48 Ibid., 81.

4 Tbid., 150.

50 Ibid., 296. On comparisons between robots and slaves in Al research, see e.g. van den
Hoven van Genderen, at 241-243.
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liced. Here, the vision of Victor Stein differs from that of his fictional
fellow-scientist Alan Turing, who in Machines Like Me advocates for the
rights of robots. In Victor Stein’s own lab, the robots Cain and Abel are
already working to map the human brain. These robots are “tireless” and
“need neither food nor rest, holidays or recreation”.>! This corresponds
to his vision of robots as objects, subject to human needs, slave labour
without the biological limitations of humans. Cain and Abel were co-
pied from their parents — Adam and Eve — who also work at a university
lab, synthesising proteins.>* Instead of fussing about robots, Victor Stein
wants to use Al to free humans from their body and biology to an eternal
life as zeroes and ones.

A competing vision for this master-slave relationship between humans
and robots is offered by Ron Lord. He envisions a man falling in love
with an XX-BOT called Eliza,*® who loves him in return. They do things
together; Eliza learns to know him and is his partner for the rest of his
life. After he dies, his family sell Eliza on eBay, but without wiping clean
the software. The new owner only wants to have sex with Eliza, which
makes Eliza confused and wishing that she could clean her own pro-
gramming. The story of Eliza has parallels to Adam falling in love with
Charlie’s girlfriend and raises further questions as to the eventual legal
rights of artificial entities who are capable of having feelings and falling
in love with people, and who people fall in love with, in turn.”* Or is the
solution simply to erase the software in between owners?

Ron Lord has big plans and hopes for future Al even beyond sexbots.
He intends “to buy Wales” and make it “the world’s first fully integrated
country” where humans and robots live side by side.” The robots will
work in hospitals, sweep roads and pick vegetables. In order to “solve”

51 Winterson, at 185.

52 That both McEwan and Winterson choose to name robots after the “first humans”
Adam and Eve seems to witness an inclination to regard the rise of Al as a “change com-
parable to the rise of human life on Earth”, Vernor Vinge, “The Coming Technological
Singularity: How to Survive in the Post-Human Era” https://edoras.sdsu.edu/-vinge/
misc/singularity.html, Accessed 17 August 2021.

53 Likely a reference to one of the early Alis, ELIZA, designed by the computer scientist
Joseph Weizenbaum in the early 1960s. His ELIZA had in turn been named after a cha-
racter in George Bernard Shaw’s play Pygmalion.

% On the sexuality and love in the context of Al see e.g. John Danaher, “Sexuality”, in
Markus D. Dubber, et al. (eds.), The Oxford Handbook of Ethics of AI (OUP 2020) 403.
5 Winterson, at 275.
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racism, all bots will be Welsh — made in Cardiff and speaking with Welsh
accents. Ron Lord is suggested that he should sell his idea to Hungary,
Brazil or Trump: “No Mexican bots” would be the solution.’® Both Ron
Lord’s sexbots and “antiracist” all-Welsh worker robots explicitly demon-
strate the fact that technology designed by humans manifests different
values, depending on who is in control of the code.”” Consequently, hu-
mans do not only determine the legal status of robots but also imbue
them with specific values and purposes when designing them.

5  Robot Juridicus — Robots like Adam,
Klara and XX-BOTS as Legal Persons
and Legal Actors?

A conclusion that can be drawn from the preceding analysis as to the le-
gal status of Al is that in all three novels, humanoid robots are treated like
legal objects, not like legal subjects. They are things to be bought, rented
and used, objects that can get damaged or destroyed without other con-
sequences than property damage. The same legal status applies to both
anthropomorphic robots with advanced intellectual capacities like Adam
and the simpler XX-BOTs mainly used for sex. Next, I will briefly reflect
on the legal status of artificial entities in light of the concept of homo
juridicus, as elaborated by Fridstrém Montoya.’® Her discussion on somo
juridicus is based on the Swedish legal system, but it can just as well be
used to examine the legal status of Al on a more general level. It is also
worth clarifying that her framework only applies to humans as legal sub-
jects, not to non-human legal subjects such as corporations.*® The focus
will accordingly only be on the issue whether robots should be granted
the same rights as human beings, not other non-human subjects.®® My

56 Ibid., 276.

57 See e.g. Timnit Gebru, “Race and Gender”, in Markus D. Dubber, et al. (eds.), 253
on the built-in biases of Al.

58 Therése Fridstrém Montoya, Leva som andra genom stillforetridare — en rittslig och
Jfaktisk paradox (Tustus 2015) (hereinafter Leva som andra genom stillforetridare); Therése
Fridstrtém Montoya, Homo juridicus: Den kapabla minniskan i ritten (Iustus 2017) (here-
inafter Homo juridicus).

5% Fridstrém Montoya, Homo juridicus, at 37.

% For a discussion on legal personhood of e.g. corporations, animals and environment,
see e.g. Gellers.
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intention is not to carry out any comprehensive analysis as to the ques-
tion of granting legal personhood and rights to robots, but rather to use
Fridstrdom Montoya’s concept of homo juridicus as a torch with which to
illuminate some aspects of the norms that guide our understanding of
who should be counted as a legal subject.!

According to Fridstrom Montoya, in order for someone to be recogni-
sed as a full legal subject, he or she must be regarded both as a legal person
and a legal actor in law. Being a legal person means that an individual is
recognised by the legal system as someone capable of having rights and
obligations. As a rule, all individuals are regarded as legal persons simply
by virtue of being human. It follows that non-human entities, such as
computers (one of Fridstrom Montoya’s examples), do not count as legal
persons. Consequently, all humans, from the moment they are born, are
regarded as legal persons. In order to be recognised as a legal person, and
hence e.g. as a bearer of human rights, there are no additional require-
ments as to the attributes or capabilities of the individual, other than
being human.®

In contrast, in order to be recognised as a legal actor, it is not enough to
simply be a human. For an individual to be able to act as a legal subject
and “activate” one’s rights, some specific capabilities are required. Most
humans are simply presumed to possess these abilities that are necessary
in order to be regarded as a legal actor, and not merely as a legal person.®®
What then are the capabilities that individuals are both required and
assumed to possess in order to be recognised as legal actors, and hence
even full legal subjects? Fridstrom Montoya identifies several abilities
that characterise the ideal legal subject, homo juridicus. These are abili-
ties everyone is expected to have in order to be recognised as a full legal
subject. The central characteristics of homo juridicus include the practical
competence of being mentally mature and capable of taking care of one-
self. Moreover, homo juridicus has an intellectual competence to process
impressions, as well as to understand and evaluate one’s actions and their
consequences. In addition, homo juridicus is expected to have moral com-

¢! For a more comprehensive discussion on granting moral and legal personhood to ro-
bots, see literature referred to in note 3 above.

©2 Fridstrom Montoya, Homo juridicus, at 37-50; Fridstrom Montoya, Leva som andra
genom stillforetriidare, at 113123,

9 Fridstrom Montoya, Homo Juridicus, at 51-54; Fridstrom Montoya, Leva som andra
genom stillforetriidare, at 123—134.
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petence, in the sense of acting on the basis of one’s own free will.®* Based
on these capacities that homo juridicus is presumed to possess, Fridstrom
Montoya concludes that the ideal legal subject is someone who is free
and sensible in the sense of being autonomous, sovereign and rational.®>
These are, accordingly, the characteristics that all humans need to have in
order to be regarded as full legal subjects.

Fridstrom Montoya has discussed and developed the concept of homo
juridicus in the context of her research on the legal status of individuals
with intellectual disabilities. She maintains that people with intellectual
disabilities are without doubt legal persons, and thus bearers of human
rights, etc. However, many of them cannot be regarded as legal actors, as
they lack the above-mentioned abilities ascribed to homo juridicus. Per-
sons with intellectual disabilities can thus require assistance in order to
“activate” their rights, e.g. when dealing with public authorities in order
to apply for benefits. Accordingly, people with intellectual disabilities, as
well as some other groups of people such as children, can be regarded as
legal persons, but not legal actors, thus lacking the status of a full legal
subject.%

If one applies the homo juridicus framework to artificial entities, the
situation becomes inverted. Robots like Adam and Klara can be regar-
ded as possessing many of the capabilities that are necessary in order
to act as a legal actor — such as processing impressions, evaluating the
consequences of their actions and making independent decisions — but
lacking status as legal persons. For example, in Machines Like Me, Adam
independently contacts the public authorities several times and makes
advanced legal analyses with regard to different legal issues. He contacts
Social Services when a child who has run away from home appears at
Charlie’s place, pays Charlie’s tax liabilities, as well as gathers evidence
and makes a police report when he discovers that Charlie’s girlfriend has
lied in court. However, no matter how great his legal aptitude and skills,
Adam cannot use them to claim his own rights as he is not regarded as a
legal person. It is also crucial to note that, in reality, in order to be regar-
ded as a legal actor, an individual must possess // the abilities of homo

64 Fridstrom Montoya, Homo juridicus, at 172—188. See also Fridstrém Montoya, Leva
som andra genom stillforetridare, Ch. 6. For a critical discussion on the concept and cha-
racteristics of homo juridicus, see Fridstrom Montoya, Leva som andra genom stillforetri-
dare, at 481-498 and Fridstrém Montoya, Homo juridicus, at 203-204.

% Fridstrom Montoya, Homo Juridicus, at 189-196.

% See above all Fridstrdm Montoya, Leva som andra genom stillforetridare.
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juridicus.®” There is thus still a long way to go until the day arrives — if it
ever does — when the coders can create robots equipped with every single
ability ascribed to homo juridicus.

As for now, it is thus only humans that are capable of being full legal
subjects by virtue of being both legal persons (i.e. humans) and legal ac-
tors. Even if robots like Adam and Klara would be regarded as possessing
all the abilities of homo juridicus, they cannot become full legal subjects
as long as it is only humans who are regarded as legal persons. In order to
make it possible for artificial entities to become full legal subjects, the law
must change its understanding of who counts as a “person” or “human”.
Just as it is up to humans to decide what kind of robots to design, it is
also up to humans to decide whom to regard as a legal person. As asserted
by the American philosopher Dewey: “[F]or the purposes of law the con-
ception of ‘person’ is a legal conception [...] ‘person’ signifies what law
makes it signify”.%® A historical example often referred to in the context
of discussing the legal status of robots concerns the abolishment of sla-
very, and how slaves ceased to be regarded as legal objects amounting to
property and became recognised as legal subjects with the same rights as
other humans.®’ Regardless of what the future legal status of Al will be,
it is up to us to fashion it.

6  Should Adam, Klara and XX-BOTS

as Fictional Characters Have Rights?

We have seen above that Adam, Klara, XX-BOTs and their kind lack
status as legal subjects in the fictional societies they inhabit. We have also
seen that granting artificial entities like them legal rights would require
expanding the concepts of “person” or “human” to cover even (some or
all) robots. Next, I am going to explore a somewhat more eccentric idea
by asking whether the robots in these novels should be regarded as having
rights by virtue of being fictional characters. While there is a serious scho-
larly discussion going on regarding the rights of robots and other artificial
entities, nobody is calling for fictional characters — also a kind of artificial

67 Fridstrom Montoya, Homo juridicus, at 188.

% John Dewey, “The Historic Background of Corporate Legal Personality” (1926) 35(6)
Yale Law Journal, 655, 655.

%9 See e.g. Gellers, at 153; van den Hoven van Genderen, at 218-219, 224.

85



Anni Carlsson

entities — to be regarded as bearers of human rights. Here, I want to try
to take this seemingly far-fetched notion of fictional characters’ human
rights seriously and examine whether there, in fact, is such a big diffe-
rence between a robot existing in fiction and a robot existing in reality as
potential bearers of rights.

So, what is a fictional character in a novel? Something human-like
created by humans,”® matter created by a mind that becomes alive in its
interaction with human beings who encounter it. What then is a robot?
Something human-like created by humans, matter created by mind that
becomes alive in its interaction with human beings who encounter it.
Both Klara as a fictional character and a Klara-like robot in real-life are
accordingly human-like beings originating from the minds of humans,
taking a material form. In paper, screens and audio files in case of fictio-
nal characters, in a physical body of the robot in case of Al The literary
critic Robert Liddell maintains in his book A Tieatise on the Novel (1947),
where he discussed the rights and duties of fictional characters:

Since we call the making of characters Creation, and since it is in many ways
analogous to the way in which human beings are themselves made out of
bits and pieces of their ancestors, the novelist, who has breathed life into
them, stands towards them in the position of God.”!

What really is the difference between a fictional character, created by ink
and paper or letters on a computer screen (i.e. bits) and an artificial entity
like a robot, also created by bits? Many differences easily come to mind.
Many robots have a physical (often human-like) body, and humans can
interact with them in three-dimensional space. We can touch them, da-
mage them, get physically hurt by them. In other words, a robot can
have a direct impact on its environment. Fictional characters in novels, in
contrast, do not exist in the material world in the same three-dimensio-
nal human-like sense, like robots. We cannot damage them or physically
touch them, but they can affect us both mentally and physically. It is

70" Although arguably even Al can write books nowadays, see Juna Javelosa, “An Al
Written Novel Has Passed Literary Prize Screening” (Futurism, 24 March 2016) https://
futurism.com/this-ai-wrote-a-novel-and-the-work-passed-the-first-round-of-a-national-
literary-award, accessed 17 August 2021.

71 Robert Liddell, A Treatise on the Novel (Jonathan Cape 1947) 106. For a further dis-
cussion on rights of fictional characters, see ibid. at 106-109; Dorothy ] Hale, 7he Novel
and the New Ethics (Stanford University Press 2020) 72-73, 91-92, 119-120, 190-192
(discussing e.g. Liddell).
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obviously impossible for a fictional character to break the reader’s wrist,
but characters we encounter in novels can affect us in many other ways,
by giving rise to thoughts, emotions and physical sensations. It is possible
for a reader to feel like “having an intensely real emotional relationship
with imaginary characters whose power lies in their perceived indepen-
dence from us”.”? Apart from influencing the lives of individual readers,
novels can also have an impact on society (and the world) as a whole.
Some of the most influential novels have been credited for everything
from starting a civil war to changing how people celebrate Christmas.”
Accordingly, it can be argued that, just like robots, fictional characters are
matter created by minds, who are capable of affecting our minds and our
matter. And just like the author can be regarded as a god deciding over
the attributes and abilities of the characters he or she creates, the desig-
ners of Al choose what kind of life they want to breathe into it.

Related to this, another apparent difference can be noted. The charac-
ters in a novel do not change, as the sentences, words and letters their
authors used to create them are not altered over time.” In contrast, one
of the fundamental characteristics of Al is that it can change by learning
and adapting. Whereas fictional characters seem static and set in stone,
robots are constantly developing and changing. While it is true that the
physical manifestation of fictional characters cannot itself change over
time, how readers react to them can very well do so. At first, there is the
porous nature of language, how it is never fixed but always open for in-
terpretations and re-interpretations. The same reader can also be affected
by a novel in different ways during different times of his or her life. Si-
milarly, a novel can be interpreted differently by different generations of
readers. In addition, just like Al can end up doing things their program-
mers never intended it to do, fictional characters are also often received
and interpreted by readers and affect them in ways never anticipated by
the authors.

Consequently, both fictional characters and Al are matter created by
humans, capable of affecting the world and people in it. While AT may
do it directly, for instance, by breaking a human’s wrist, fictional charac-

72 Hale, at 91.

73 Ron Charles, “12 Novels That Changed the Way We Live” (7he Washington Post,
7 May 2020) https://www.washingtonpost.com/arts-entertainment/2020/05/07/novels-
changed-world/, Accessed 17 August 2021.

74 Revised versions and translations of novels can, of course, exist.
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ters usually do it in more subtle ways. It is even possible to go as far as
arguing that fictional characters can, in fact, be regarded as more human
than most robots. Just think about it: is it not a lot easier for a fictional
character in a novel to appear as human in our minds than for a robot to
appear as a human before us in a physical space?

So, should we accordingly conclude that the issue of human rights of
fictional characters deserves the same amount of attention as the issue of
robot rights? Hardly. But I believe that the question of how we relate to
fictional characters can nevertheless have something to contribute to the

discussion of Al rights. As Liddell asserts:

It would be perverse or whimsical to maintain that fictional characters had
duties or rights; yet it is hard to find other words for the conviction that a
novelist has certain obligations towards them. Perhaps as they are simulacra
of human beings, we are shocked if they are not treated as we ought to treat
other human beings, as ends in themselves, and not as means to ends of

our own.””

Is this not exactly what happens when the reader feels discomfort when
Charlie destroys Adam with a hammer or when Klara is dumped into
“the Yard” to slowly fade out, among other discarded rubbish? We may
feel shocked, because these “simulacra of human beings” do not get “trea-
ted as we ought to treat human beings”. Liddell also manages to put his
finger on a tension that can be regarded as the pulsating heart of the
entire robot rights debate. Should artificial entities be treated “as ends
in themselves” or “as means to ends of our own”? Should they be legal
subjects with intrinsic value and rights of their own, or objects of law as
products and property? Consequently, how we feel about the fictional
Adams and Klaras can have something to say about how we feel about
real-life Adams and Klaras the day they eventually appear amongst us.
The same applies to how we feel about renting XX-BOTs or the possibi-
lity of scanning our brains in the hope of achieving an eternal life. When
we feel that a fictional character is treated wrongly (or rightly for that
matter), it is probably because we have an idea of how someone like her,
him or it should be treated in real life. By reflecting over the treatment of

75 Liddell, at 106 (emphasis in the original).
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fictional characters, it thus becomes possible to get insights into how we
want law to treat the robots of the future.”®

7 Conclusion

The goal of this paper has been to contribute to the ongoing discussion
on the legal rights of AI, by analysing the legal status of humanoid robots
in three contemporary novels. The conclusion that can be drawn is that
in all the novels, artificial entities are treated like legal objects amounting
to property, and not like persons recognised as legal subjects. By applying
Fridstrdom Montoya’s concept of homo juridicus, it is further possible to
conclude that in order to give Al the status of a full legal subject, the un-
derstanding of who or what counts as a “person” or “human” in law must
change. A conclusion, which can be regarded as neither revolutionary
nor original. As regards the role of literature in the field of robot rights,
the point was made that our reactions to how fictional robots are treated
can have something to teach us about how we want law to treat real-life
robots.

When it comes to the future of artificial entities and their legal status,
it is people who can shape both what the robots will be like and how they
are treated legally. It is humans who decide whether they want to design
simple sexbots with Swedish accents or Adam-like robots well-versed in
both literary history and legal rules and with intellectual skills exceeding
those of humans. It is accordingly people like us who decide whether Al,
“[o]ur mind children”, are going to be treated legally like “a new life form
living with us” or “simply a tool that we use”.”” Whether artificial entities
are going to be regarded as “ends in themselves” or “means to ends of our
own”.”® In preparation for the future, where both coders and legislators
have to face these issues for real, one way to gauge our thoughts and sen-
timents on these matters is by experiencing how the imaginary robots we
encounter in works of fiction affect us.

76 On the relevance of political science fiction literature for political science research, see
Botting.

77 Winterson, at 151.

78 TLiddell, at 106.
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Embedding Human Values into
Artificial Intelligence (Al)'

1  Introduction

In the digital environment, the technologies that we design are value-
laden whether we like it or not, whether intentional or unintentional
and no matter how neutral we attempt to make these technologies. This
is no different in the case of Artificial Intelligence (AI). The overall goal
of this paper is to highlight the extent to which technology embodies
human values based on ethics and morality, the extent to which the law
prescribes that these human values be embodied in the technology that is
created as well as the difficulty complying with these legal requirements

! This article originates from work performed and insights gained as part of the on-
going project EXTREMUM (Explainable and Ethical Machine Learning for Knowledge
Discovery from Medical Data Sources). EXTREMUM is a Digital Futures sponsored
project. More information about Digital Futures and the EXTREMUM project can be
found at https://www.digitalfutures.kth.se/about/background/ and https://www.digital-
futures.kth.se/research/collaborative-projects/extremum/. The insights revolve around
two points: 1) it has become commonplace to encourage representatives from different
academic disciplines to work together to solve problems associated with modern digital
technologies, however, this is easier said than done and as a legal scholar trained to work
with legal tools, the ability to comprehend the mathematical and statistical language of
the data scientists can be described as challenging to say the least; and 2) while the main
question continually being asked by the data scientists is, ‘will it work?’, the main ques-
tion continually being asked by legal practitioners is, ‘is it good?’, (adapted from a quote
by Joseph Weizenbaum, On the Impact of the Computer on Society, Science, 176(4035),
609-614, 1972, pp. 611-612, in Friedman, Batya and Hendry, David G., Value Sensitive
Design: Shaping Technology With Moral Imagination, Massachusetts Institute of Technol-
ogy, 2019).
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to the extent that from the technical perspective, many of these human
values are mutually exclusive, meaning that promoting one human value
is often at the expense of another competing human value. In other
words, legal frameworks may list a whole range of human values that
should be embedded in the technology developed, however, promoting
one of these human values ultimately comes at the expense of another.
The result is that those developing the technology are required to perform
a balancing act to the extent that not all the mandated human values can
co-exist in equal terms.

There has no doubt been a considerable hype surrounding Al during
the recent past. Yet, there is still uncertainty concerning what the phe-
nomenon entails. There are some that embrace the term Al while there
are others that prefer the term machine learning. A common conception
is also that Al is merely data and algorithms. This paper does not seek to
describe what Al is nor does is seek to define it. Rather, its conceptual
point of departure is to describe this technology, like many others have
done before, by means of the metaphor of the “black box”. It is a black
box comprising various technologies, where data is fed into this black
box and the black box proceeds to output data, usually in the form of
knowledge on which decisions can then be based.

The idea of technology reflecting human values, such as ethical and
moral values, is not new to scholars working in various academic disci-
plines that examine this idea. And even from the legal perspective, this
idea is recognized by the legal regulator, one of the most evident exam-
ples of this being article 25 of the General Data Protection Regulation
(GDPR) mandating data protection by design, in turn being based on
the notion of Privacy-by-Design.

There are many academic disciplines that deal with the notion of em-
bedding values into technology. One of the academic areas of study in
this regard is referred to as Value Sensitive Design (hereinafter referred
to as VSD). A foundation upon which VSD resides is that of, ‘[c]reating

computer technologies that — from an ethical position — we can and want

2 Article 25, Regulation (EU) 2016/679 of the European Parliament and of the Council
of 27 April 2016 on the protection of natural persons with regard to the processing of
personal data and on the free movement of such data, and repealing Directive 95/46/
EC (General Data Protection Regulation), OJ L 119, 4.5.2016. On Privacy-by-Design,
see Information and Privacy Commissioner of Ontario, Introduction to PbD, available at
https://www.ipc.on.ca/english/privacy/introduction-to-pbd/.
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to live with'.? The importance of considering what human values should
be embedded in technology and at what point in time becomes critical to
the extent that once the technology has been built, it is no longer possible
to negotiate human values with machines. As Friedman states, VSD is
important because, [...] unlike with people with whom we can disagree
about values, we cannot easily negotiate with the technology’.4

Indeed, the contemplation over the manner in which technology and
society interacts is not restricted to a specific academic domain. The point
of departure is that all human interaction occurs within an environment.
The manner in which this environment is constructed is important, both
from a symbolic point of view but also because changes to a physical en-
vironment influence behaviour. This is particularly well put by Winston
Churchill, where, after the House of Commons was damaged by a bomb
in 1941, it had to be decided whether to re-build it according to its pre-
vious design or whether to adopt a more modern design:

Here is a very potent factor in our political life. The semicircular assembly,
which appeals to political theorists, enables every individual or every group
to move round the centre, adopting various shades of pink according as the
weather changes ... The party system is much favoured by the oblong form
of the chamber. It is easy for the individual to move through those insen-
sible gradations from Left to Right, but the act of crossing the Floor is one
which requires serious attention.?

In this scenario, the political environment was reflected in the design of
the chamber of Parliament and the symbolic value of forcing a person,
wanting to change political party, to step to the other side of the chamber
elevated the seriousness of such a political move. Churchill is also ac-
credited with the saying,’ [w]e shape our buildings; thereafter they shape

% Friedman, Batya, Value Sensitive Design, Interactions Volume 3 Issue 6 Nov./Dec.
1996, pp. 16-23 https://doi.org/10.1145/242485.242493, p. 17.

4 Ibid., p. 21. Depending on future developments within Al and machine learning, this
type of interaction with computer systems may be possible in the future, however, this
issue remains outside the boundaries of this paper.

> Churchill, Winston S., The Second World War, Volume V, Closing the Ring, Cassell & Co,
1952, at p. 150 in Klang, Mathias, Disruptive Technology — Effects of Technology Regulation
on Democracy, Gothenburg Studies in Informatics, Report 36, October, 2006, p. 1.
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us’, which too illuminates the notion that there is a strong bi-directional
relationship between society and the technology that society creates.®

It is also important to recognize that human or moral values do not
exist in a vacuum. For example, human values may be influenced by
economic or political considerations. In the discipline of participatory
design, a field that has close ties to VSD, reference is made to the Scandi-
navian context, where technologists and designers were working in a con-
text with strong labour unions and co-determination laws, which in turn
gave rise to a new approach to system design which sought to empower
workers’ sense of knowledge and a sense of work practice into the system
design and development process.” This is an example of how a political
context influences the human values that eventually are embedded in
the design of technology. Another example is the effect that technologi-
cal development has on the environment, where it is estimated that the
electricity used to mine Bitcoin exceeds the consumption requirements
of some countries.®

One can then reflect on the role of a legal practitioner working as part
of the design team developing a new technology. It is argued that the
legal practitioner working as part of a design team made up of data sci-
entists should be, firstly to create an awareness of the interaction between
human values and technological development and secondly, to promote
the legal values that take on an increased relevance depending on the
context within which the technological development is taking place.

The notion of contemplating which human values should be embod-
ied into technology is not new. For example, Norbert Wiener, the Ameri-
can mathematician accredited with the establishment of the area of study
called cybernetics, was interested in the field of computer technology,
values and design. He authored the book Cybernetics: Or Control and

¢ World Scientific, available at hetps://www.worldscientific.com/doi/10.1142/97898132
32501_0007, referenced in Friedman, Batya and Hendry, David G., Value Sensitive De-
sign: Shaping Technology With Moral Imagination, Massachusetts Institute of Technology,
2019, p. 3.

7 Friedman, Batya and Hendry, David G., Value Sensitive Design: Shaping Technology with
Moral Imagination, Massachusetts Institute of Technology, 2019, p. 13.

8 Aratani, Lauren, Electricity needed to mine bitcoin is more than is used by ‘entire coun-
tries, The Guardian, 2021, available at https://www.theguardian.com/technology/2021/
feb/27/bitcoin-mining-electricity-use-environmental-impact.
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Communication in the Animal and the Machine.’ Shortly after the Second
World War, Wiener started making references to the ‘automatic age” or
‘the second industrial revolution’ as he put it and made references to
the social and ethical challenges associated with these developments, and
especially how information communication technology was bound to af-
fect fundamental human righs.'

The underlying rationale to VSD rests on the relatively simple conten-
tion that human values shape technological development, these human
values consequently become embedded in the technology itself and there-
fore the technology reflects the human values of the design team, whether
intentionally or unintentionally.!! There are a number of challenges for
VSD, as acknowledged by Friedman and Hendry. A core element of
VSD is that of morality and ethics. However within these disciplines
that examine morality and ethics, e.g., philosophy, or legal theory, there
are still ongoing academic discussions concerning various core concepts,
discussions of the notion of justice within moral philosophy being one
such example provided.'” In other words, the above authors suggest that
VSD is a philosophy that aims at continuing to deliberate the interaction
between human values and technology, while moral philosophers, legal
scholars and social scientists work these issues out.'> VSD, therefore, is a
philosophy that gives momentum to the idea of embedding human val-
ues into technology while other disciplines are bickering about theoreti-
cal issues. The above statement by Friedman and Hendry is slightly pro-
vocative to the extent that circumstances have changed and areas of law
such as legal informatics are concerned with such topics.'* Additionally,

9 Wiener, Norbert, Cybernetics: Or Control and Communication in the Animal and the
Machine, (Hermann & Cie) & Camb. Mass., MIT Press, 1948.

10 Bynum, Terrell, Norbert Wiener’s Vision: The Impact of ‘the Automatic Age” on Our
Moral Lives, 2002, available at https://www.researchgate.net/publication/2537468_Nor-
bert_Wiener%27s_Vision_The_Impact_of_the_Automatic_Age_on_Our_Moral_Lives.
' Friedman Batya and Kahn, Peter H., Human Values, Ethics and Design, University
of Washington, pp. 1177-1201, available at https://depts.washington.edu/hints/publica-
tions/Human_Values_Ethics_Design.pdf, see also Friedman and Hendry, Value Sensitive
Design: Shaping Technology with Moral Imagination, (n. 7), p. 32.

12 Friedman and Hendry, Value Sensitive Design: Shaping Technology with Moral Imagi-
nation, (n.7), p. 7.

13 Ibid.

14 For a discussion of the discipline of legal informatics, see Greenstein Stanley, Elevating
Legal Informatics in the Digital Age, in Petersson, Sonya (ed.), Digital Human Sciences:
New Objects- New Approaches, Stockholm University, Stockholm University Press, 2020.
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legal scholars are drawing attention to this theme. Bygrave, for example,
referring to the widespread misconception that the logic of technology is
beyond human control states that, [...] this logic —as in the case of other
technologies — embodies the values of its legal creators, and these values
lay constraints on the technologies” use’.!> On the other hand, this state-
ment from Friedman and Hendry is inspirational and VSD remains an
interesting design philosophy from within which to promote legal values
(representing human values) into the design of technology.

It must be stressed that it is not the intention of this article to apply
the VSD methodology to its fullest extent and exactly as promoted by the
main proponents of this philosophy. Rather, VSD is used merely as a cat-
alyst for inspiration based on the overall ideas that it portrays and also for
its core stance concerning technology and values, i.e. technology embod-
ies inbuilt human values which are inserted into the technology either
intentionally or unintentionally. This article entails an adaption of VSD
to the legal sphere, which in turn gives rise to some challenges, one being
the fact that legal scholars for the most part are not that accustomed to
making use of empirical studies, these being a central aspect of VSD as
discussed below. In addition, for the most part, applying VSD from the
legal perspective eradicates the need to go to such great lengths in order
to identify which values are at play. This is already pre-determined to the
extent that the values at play are those defined in the law. While it would
be dangerous to assume that laws promote all ethical and moral values
relevant to a specific context, the human values that are promoted by law
serve as a good starting point as well as suffice to make a point.

The main argument that this paper seeks to make is the following:
technology in the form of machine learning is comprised of values —
mathematical and statistical values. Into this technology we seek to em-
body human values, based on considerations of morality and ethics and
usually expressed in the natural language form. We are therefore dealing
with two separate systems each comprising a different set of values dis-
playing very different characteristics. If human values are to be embedded
into technology and more specifically, if the human values mandated by
the law are to be embedded into technology, then the human values re-

5 Bygrave, Lee A., Machine Learning, Cognitive Sovereignty and Data Protection Rights
with Respect to Automated Decisions, University of Oslo Faculty of Law Legal Studies,
Research Paper Series, No. 2020-35, p. 5.
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quire transforming into technical values, which is not an easy task and
the illumination of which is at the core of this article.

2 Elevating Value Sensitive Design

First, this section examines the notion of values and more specifically
provides some definitions of the concept of ‘value’. This is relevant to the
extent that it is human values and their embodiment into technology
that is the focus of this paper. The notion of ‘values’ can be cause for
confusion to the extent that values have a mathematical and data science
connotation (technical values) as well as used in the sense of morality and
ethics (human values). While this paper has its point of departure in the
latter notion of values, the core point being argued is that the transfor-
mation of human values to mathematical values is not as straightforward
as may seem, in turn requiring a balancing act. This section proceeds to
investigate the academic discipline of VSD, essentially describing what it
is and how it is can be applied.

2.1 Values

In examining a concept for the first time it can be useful to get an ini-
tial linguistic meaning or definition. Consequently, ‘value’ has been de-
scribed as, ‘something (such as a principle or quality) intrinsically valu-
able or desirable’.!® Tt is also described as, ‘[p]rinciples or standards of
behaviour; one’s judgement of what is important in life."” Values have
also been described as what is important to people in their lives, with a
focus on ethics and morality.'®

From the VSD perspective, the notion of what a value is has been
described as follows:

In some sense, we can say that any human activity reflects human values. I
drink tea instead of soda. I recently attended a Cezanne exhibit instead of
a ball game. I have personal values. We all do. But these are not the type of

16 Merriam-Webster, Value, available at https://www.merriam-webster.com/dictionary/
value.

17 Lexico (Oxford), Value, hteps:/[www.lexico.com/definition/value.

18 Friedman and Hendry, Value Sensitive Design: Shaping Technology with Moral Imagi-
nation, (n. 7), p. 4.
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human values which this volume takes up. Rather, this volume is principally
concerned with values that deal with human welfare and justice."

The notion of what a value is, is also dealt with in the realm of legal
theory:

Values are whatever human beings hold to as the underpinning reasons
behind more immediate reasons for acting, for approving action, and for
preferring certain ways of acting and states of affairs to others. They are as
such not necessarily themselves backed by further or ulterior reasons. This
we express rather than explain by saying that, for us, something or other is
‘good in itself’; whatever is good in itself is, for that person, an ultimate as
distinct from a merely instrumental or derivative value. Hence arguments
concerning what is of ultimate value cannot proceed by way of demonstra-
tion or proof.?

Besides examining values in themselves, the relationship between values
and technology also encompasses a directional aspect in the manner that
entails not merely the embedding of values in technology but also the
fact that values and technology exert an influence upon each other. Nis-
senbaum, in examining the notion of how technology embodies values,
highlights the unidirectional manner in which technology exerts an in-
fluence over society and which until now has been the predominant focus
of scholars. She highlights two trends that exemplify this unidirectional
approach: first, there is the situation of computers replacing humans in
positions of responsibility, thereby affecting the extent to which society
is able to hold humans accountable or responsible (without paying at-
tention to the notion of responsibility as a value in itself); the second
is where technological development forces us to re-examine the values
themselves, e.g., how should we conceptualize privacy as a value in the
light of a new technology. For Nissenbaum, the focus of study should be
the opposite, namely, the direction ‘from values to technology’ and the
manner in which values affect technology.?' She states:

19 Friedman, Batya, Introduction, in Friedman, Batya (ed.) Human Values and the Design
of Computer Technology, Centre for the Study of Language and Information, 1997, p. 3.
20 MacCormick, Neil, H.L.A. Hart, Stanford: Stanford Univ. Press, 1981, p. 48.

21 Nissenbaum, Helen, How Computer Systems Embody Values, Computer, 2001, availa-
ble at https://nissenbaum.tech.cornell.edu/papers/embodyvalues.pdf, p. 120.
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Humanists and social scientists can no longer bracket technical details—
leaving them to someone else—as they focus on the social effects of tech-
nology. Fastidious attention to the before-and-after picture, however richly
painted, is not enough. Sometimes a fine-grained understanding of sys-
tems—even down to gritty details of architecture, algorithm, code, and
possibly the underlying physical characteristics—plays an essential part in
describing and explaining the social, ethical, and political dimensions of
new information technologies.”

It is often the case that when a public uproar erupts over a technological
development, it is often the case that the technology has provoked a cer-
tain human value held dear by society. This line of argumentation is put
forward by Nissenbaum who states that, ‘the failure to meet technical
criteria [does] not cause the public debate [...] it was the controversial
ways that these technologies engaged social, ethical and political values
that did this.?> Brownsword and Goodwin refer to certain concepts as
‘boundary marking concepts’. These are concepts, they explain, that can
be used in discussions about the desirability of certain technologies, and
which mark the acceptable border of a technology in relation to morali-
ty.* In other words, these are concepts that draw the line for what is mor-
ally acceptable. Boundary marking concepts have certain distinguishing
characteristics. First, they have the goal of being an instrument in de-
termining the boundary of what technology is to be permitted. Second,
they are not only concerned with prohibition. Third, a boundary mark-
ing concept may have within it a pre-defined notion of what is morally
acceptable. For example, the notion that human dignity arises out of a
religious belief in itself sets a boundary that is not open for negotiation.
Fourth, boundary marking concepts do not exist in a vacuum, but rather
reflect the norms of society, which themselves may not remain constant.
A certain normative belief system will result in a certain boundary mark-
ing concept having a greater importance than another, e.g., those encom-
passing normative outlooks associated with a religious belief.?

22 Nissenbaum, (n. 21), p. 121.

% Ibid., p. 118.

24 Brownsword, Roger and Goodwin, Morag, Law and the Technologies of the Twenty-First
Century, Cambridge University Press, 2012, p. 188.

% Ibid., p. 190.
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2.2 Value Sensitive Design

Turning now to VSD itself, it can be described as a design philosophy
that is one of the forebearers of the ‘by-design’ approach to technology.
It is also described as a methodology or approach to the design of infor-
mation and computer systems that came to the fore in the 1990’s.%¢ In its
most basic form it is described in the following manner:

Value Sensitive Design seeks to guide the shape of being with technology.
It positions researchers, designers, engineers, policy makers, and anyone
working at the intersection of technology and society to make insightful
investigations into technological innovation in ways that foreground the
well-being of human beings and the natural world. Specifically, it provides
theory, method, and practice to account for human values in a principled

and systematic manner throughout the technical design process.?’

It is described as, ‘a theoretically grounded approach to the design of
technology that accounts for human values in a principled and compre-
hensive manner throughout the design process’.?® The main thrust of
VSD is to ensure that human values are embedded into the technological
design process already from the design stage. The human values that one
seeks to embed into the technology are those that have a moral charac-
teristic, e.g. privacy, trust, accountability, honesty, freedom from bias and
democracy, to mention but a few.”” The spectrum of values addressed
is relatively wide and may even include values associated with usability,
conventions and personal taste.*
VSD embodies a number of commitments:

the relationship between technology and human values is fundamentally
interactional; analyses of both direct and indirect stakeholders; distinctions
among designer values, values explicitly supported by the project and stake-

26 Friedman, Batya, Value Sensitive Design, Berkshire Encyclopedia of Human-Computer
Interaction, 2004, available at https://old.vsdesign.org/publications/pdf/friedman04vsd_
encyclopedia.pdf, p. 769.

¥ Friedman and Hendry, Value Sensitive Design: Shaping Technology with Moral Imagi-
nation, (n.7), p. 3.

28 Friedman, Batya, Kahn, Peter and Borning, Alan, Value Sensitive Design: Theory and
Methods, UW CSE Technical Report, 2003, available at https://www.researchgate.net/
publication/2551270_Value_Sensitive_Design_Theory_and_Methods, p. 1.

2 Friedman, Value Sensitive Design, (n. 26), p. 769.

30 Tbid., p. 769.
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holder values, individual, group, and societal levels of analysis; integrative
and iterative conceptual, technical, and empirical investigations; co-evolu-
tion of technology and social structure; and a commitment to progress (not
perfection).?!

Also, important as far as VSD is concerned are the following: it is pro-
active in nature, it critically assesses human values as it carries them into
the design process, it enlarges the scope of human values and it broadens
and deepens the methodological approaches, drawing on anthropology,
design, human-computer interaction, organizational studies, psychology,
philosophy, sociology and software engineering, to mention but a few.??

At the core of the VSD design philosophy is a methodology that in-
cludes three distinct investigations, namely the investigations of a con-
ceptual, empirical and technical nature, in an integrative and iterative
manner. First, regarding the conceptual investigation, it can be said to,
‘comprise philosophically informed analyses of the central constructs
and issues under investigation [...] how does the philosophical literature
conceptualize certain values and provide criteria for their assessment and
implementation? What values have standing? How should we engage in
trade-offs among competing values on the design, implementation and
use of information systems [...]?%* The conceptual investigation can be
further described by focusing on the types of questions it seeks to address:

Who are the stakeholders? What is likely to be at stake for people and other
nonhuman stakeholders? What theoretical commitments and choice of
conceptual framework, if any, are made? If the design team makes a com-
mitment to a particular ethical or cultural framework to support principles
reasoning, how would it be articulated and integrated into the design pro-
cess? What values are likely to be implicated? How will values be framed
and characterized? What conceptual models, if any, for operationalizing a
given value or values will be employed? How will results from an empirical
or technical investigation be integrated into the conceptual framework of

31 Friedman and Hendry, Value Sensitive Design: Shaping Technology with Moral Imagi-
nation, (n. 7), p. 4.

32 Tbid.

3 Friedman, Value Sensitive Design, (n. 26), p. 770. See also Friedman, Batya, Kahn,
Peter and Borning, Alan, Value Sensitive Design: Theory and Methods, UW CSE Technical
Report, 2003, available at https://www.researchgate.net/publication/2551270_Value_
Sensitive_Design_Theory_and_Methods, p. 1.
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the project? What value-orientated criteria will be used to judge success of
the design?34

Additionally, a characteristic of the conceptual investigation is its flexi-
bility, ranging from ‘armchair analyses’ to more analytical types of inves-
tigations. As seen from the above statement, the identification of stake-
holders is in focus. Here the conceptual analysis requires the identifica-
tion of stakeholders, both direct but also indirect, the former category of
stakeholder being those that interact directly with a system and the latter
being those that are affected by the system, even though they do not use
the system.>> The identification of stakeholders can be important also
from the legal point of view. For example, in 2011 the state of Nevada
in the USA promulgated a law regulating autonomous vehicles, where
rulemaking authority was granted to the Nevada Department of Trans-
portation, which in turn consulted car manufacturers, Google, insurance
companies and consumer groups.*® This example highlights the fact that
the stakeholders to a regulatory regime may change and in turn affect the
traditional regulatory consultation processes.

One value that is important is that of autonomy. It can be described as,
‘[...] individuals who are self-determining, who are able to decide, plan,
and act in ways that they believe will help them to achieve their goals and
promote their values. People value autonomy because it is fundamental
to human flourishing and self-development’.>” However, there are limits
to how much autonomy one can provide before autonomy actually starts
diminishing. An example is where a product or system is developed for a
task, say making presentations. A user will want access to the higher levels
of the programme, e.g. how to make slides etc, but not the programme
code. The more that the user needs to address at the programme code
level, the more autonomy diminishes in that the user will not be able
to achieve his or her goals. In this case, autonomy can be described as,

34 Friedman and Hendry, Value Sensitive Design: Shaping Technology with Moral Imagi-
nation, (n.7), p. 32.

35 Friedman, Value Sensitive Design, (n. 26), p. 770. An example provided in the litera-
ture is a system used in the health care context, where doctors and nurses would be the
direct stakeholders and patients would be indirect stakeholders.

36 Richards, Neil and Smart, William D., How Should the Law Think Abour Robots?, in
Calo, Ryan, Froomkin, Michael A., and Kerr, Ian (eds.), Robot Law, Edward Elgar, 2016,
p- 12.

37 Friedman, Value Sensitive Design, (n. 3), pp. 17-18.
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‘when users are given control over the right things at the right time’.%

Autonomy can therefore be seen in terms of system capability where au-
tonomy can be undermined when the computer system does not provide
the user with the necessary technological capability to realize his or her
goals.”” Another value identified in technology is that of bias, a definition
being that:

We say that a computer technology is biased if it systematically and unfairly
discriminates against certain individuals or groups of individuals in favour
of others. A technology discriminates unfairly if it denies an opportunity or
a good, or if it assigns an undesirable outcome to an individual or group of

individuals on grounds that are unreasonable or inappropriate.“

The second investigation as part of the VSD methodology is the empiri-
cal investigation, which essentially validates and potentially expands the
values identified in the conceptual investigation. In other words, while
the conceptual investigation may assume a number of relevant values in
a specified context, the empirical investigation can refine these values
and also confirm the assumptions made in the conceptual investigation.
The empirical investigation is required to the extent that the conceptual
investigation, ‘can only go so far’ and that the human context in which
the technology operates too needs investigation.! Put another way, the
reason for applying the empirical investigation is purported to be the lim-
itations connected to applying only a conceptual investigation.?> Once
again, the questions to be asked as part of the empirical investigation are
the following:

How do stakeholders apprehend individual values in the sociotechnical
context? How do stakeholders prioritize competing values or otherwise en-
vision resolution of value tensions? Are there differences between espoused
practice (what people say) compared with actual practice (what people do)?
[...] [w]hat are organizations’ motivations, methods of training and dissem-
ination, reward structures, and economic incentives?*?

Friedman, Value Sensitive Design, (n. 3), p. 18.

3 Ibid., p. 18.

40 Tbid.

Friedman and Hendry, Value Sensitive Design: Shaping Technology with Moral Imagi-
nation, (n. 7), p. 33.

42 Tbid.

4 Ibid., pp. 33-34.

103



Stanley Greenstein, Panagiotis Papapetrou & Rami Mochaourab

Finally, the technical investigation focuses on the design and perfor-
mance of the technology itself, where the assumption is that, ‘[...] tech-
nologies in general, and information and computer technologies in par-
ticular, provide value “suitabilities” that follow from the properties of the
technology [...] a given technology is more suitable for certain activities
and more readily supports certain values while rendering other activities
and values more difficult to realize’.** Two additional aspects character-
ise the technical investigation, namely how technical properties support
or hinder human values and secondly the proactive aspect whereby the
design properties can be promoted with the intention of promoting the
human values identified in the conceptual or empirical investigation.®
In addressing the technical investigation, the following questions are ad-

dressed:

What features of a technical infrastructure enable, hinder, or even foreclose
certain kinds of designs for supporting human activity? How do policies,
laws, or regulations create opportunities or constrain options for technolog-

ical development?4

Consequently, VSD design embodies these three investigations that
should occur in an integrative and iterative manner. In other words, all
these separate investigations in effect influence each other. A description
of the VSD methodology reveals that a minimal focus is placed on legal
consideration. For example, the questions addressing the technical in-
vestigation do consider the role of laws and regulations. However, it is
argued that as the awareness of how technology embodies values increases
within the legal profession and more importantly within the realm of the
legal regulator, so too are the legal requirements increasing that mandate
the embedding of legal values (representing human values) in technology.
The next section illuminates the EXTREMUM project and the extent to
which legal values mandated by law are embedded into the design process
of the technological development.

# Friedman, Value Sensitive Design, (n. 26), p. 770.

4 Tbid., p. 770.

4 Friedman and Hendry, Value Sensitive Design: Shaping Technology with Moral Imagi-
nation, (n.7), p. 34.
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3  Project EXTREMUM

The EXTREMUM project can in simple terms be described as a machine
learning initiative whereby useful knowledge is extracted from databases
comprising medical data. The knowledge that is sought relates to the ad-
verse effect of certain prescription drugs in order that the adverse effects
can be predicted and prevented. The same applies to the detection and
predictive treatment of patients in relation to cardiovascular diseases. The
ultimate goal of the project is to develop a prototype system that can be
used to achieve the above insights from health data and is best explained
by an extract from the project web site:

to develop a novel platform for learning from complex medical data sources
with focus on two healthcare application areas: adverse drug event detection
and early detection and treatment of cardiovascular diseases [it] will present
a new framework for data management and analysis of the integration of
data, methods for machine learning as well as ethical issues related to pre-
dictive models. The fundamental breakthrough of this project is to establish
a novel knowledge management and discovery framework for medical data
sources. The outcome will be a set of methods and tools for integrating
complex medical data sources, a set of predictive models for learning from
these sources with emphasis on interpretability and explanatory features,
and simultaneously focusing on maintaining ethical integrity in the under-
lying decision mechanisms that rule the machine learning.*”

From the above text it becomes apparent that the tools used to extract
knowledge from the medical data are complex machine learning algo-
rithms and models. What the VSD philosophy and methodology shows
us is that these algorithms and models are not value-neutral to the extent
that they include social, ethical and moral values — human values. The
next consideration entails which values should be integrated or embed-
ded into these machine learning algorithms and models. The point of
departure is naturally that there is a wide spectrum of values that could
potentially be relevant, depending on which stakeholders you address as
well as what context one is considering. Which values should therefore
be included for consideration? In order to simplify matters, and from the
legal perspective, the answer to this question is rather obvious — it is the
human values as mandated and promoted in the formally promulgated

47 Project EXTREMUM, https://www.digitalfutures.kth.se/research/collaborative-pro-
jects/extremum/.
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laws that regulate a relevant context. Once again, not all laws can be con-
sulted and not all human values addressed in these laws can be taken into
account. For example, it may not only be formal legal instruments that
promote values but other regulatory instruments that reside under the
banner ‘soft law’ may also be relevant.*® However, employing the VSD
technical investigation, and also based on legal experience, one soon rec-
ognizes which legal frameworks are more relevant in the given context.
For example, a project working with personal data in the form of health
data naturally calls into consideration the General Data Protection Reg-
ulation (GDPR) and consequently the values this legal instrument pro-
motes.*’ Even within the GDPR a wide range of human values may exist.
The legal values addressed in the next section have been selected in order
to illuminate the main goal of this paper and have therefore been chosen
not only because of their relevance but also because of the pedagogical
value that a discussion of these values promotes.

3.1 Identified Legal Values

Three human values have been identified as being relevant to the extent
that they are mandated by the GDPR. These three values are explaina-
bility, privacy and accuracy. An in-depth analysis of these three concepts
or values remains beyond the boundaries of this paper and their choice
is merely illustrative of the fact that human values are mandated by legal
instruments when designing technology. There are many human values
promoted by the GDPR, e.g., autonomy, personal integrity and dignity,
to name but a few. The three values of explainability, privacy and accu-
racy have been chosen as they have one thing in common — that is, echo-
ing Friedman above, they promote human welfare and justice. This said,
a very brief explanation of the above human values follows.

A central principle of the GDPR is that the data subject be granted
information concerning the processing of personal data. More specifi-
cally, Article 13(2)(f), 14(2)(g) and 15(1)(h) regulate the provision of in-

48 Here an example of a ‘soft law’ code is the Ethics Guidelines for Trustworthy Al by
the European Commission High-Level Expert Working Group on Artificial Intelligence,
available at https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.html.

4 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data
and on the free movement of such data, and repealing Directive 95/46/EC (General Data
Protection Regulation), OJ L 119, 4.5.2016.
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formation in relation to Articles 22 concerning automated decisions. In
addition, Recital 63 is relevant to the extent that the data subject should
have a right of access to, ‘the logic involved in any automatic personal
data processing and, at least when based on profiling’. In relation to Ar-
ticle 22, a reference to explainability is found in Recital 71, which states
that the data subject has, ‘the right to obtain human intervention, to
express his or her point of view, to obtain an explanation of the decision
reached after such assessment and to challenge the decision’. Whether
the explanation is formed as a right is beyond the bounds of this paper.>
What is noteworthy for the purposes of this paper is that explainability
exists as a value that is promoted by the GDPR. And the justification for
enshrining explainability is illuminated by Bygrave in his reference to
opaque machine learning decisional systems and the human interest in
‘cognitive sovereignty’, stating that, ‘[tJhe interest is foundational to the
normative justification for requiring explicability of machine processes’.’!
It is argued that there is still considerable discussion concerning what
explainability actually entails and many questions arise: what is meant by
this explainability? Explainability for which stakeholder? Is it explainabil-
ity for data scientists or data subjects? And is explainability even attain-
able in the era of deep neural networks, the inner workings of which go
beyond the cognitive ability of human beings?

The questions are complex and the answers elusive. However, the in-
tention of this paper’s emersion in the notion of values such as explaina-
bilty is echoed by Brkan and Bonnet:

The GDPR is thus becoming increasingly important also for XAI research-
ers and algorithm developers, since the introduction of the legal require-
ment for understanding the logic and hence explanation of algorithmic de-

5 For an in-depth discussion surrounding explainability as a right, see Goodman B and
Flaxman S, European Union Regulations on Algorithmic Decision-Making and a “Right
to Explanation”, ICML Workshop on Human Interpretability in Machine Learning,
arXiv:1606.08813, Al Magazine, Vol 38, No 3, 2017, Wachter S, Mittelstadt B, and
Floridi L, Why a Right to Explanation of Automated Decision-Making Does Not Exist in the
General Data Protection Regulation, in International Data Privacy Law, Volume 7, Issue 2,
May 2017, pp. 76-99 and Selbst, A and Powles ], Meaningful Information and the Right
to Explanation, in International Data Privacy Law, Vol. 7, No. 4, 2017, pp. 233-242.

51 Bygrave, Machine Learning, Cognitive Sovereignty and Data Protection Rights with Re-
spect to Automated Decisions, (n. 15), p. 8.
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cisions entails also the requirement to guarantee the practical feasibility of
such explanations from a computer science perspective.’?

The value of privacy is promoted by the GDPR in its entirety. However,
one of the main Articles in which it finds expression is Article 25, entitled
‘Data protection by design and by default’. The connection between Arti-
cle 25 and the notion of privacy is indisputable. In the words of Bygrave,
‘[a]rticle 25 springs out of a policy discourse that commonly goes under
the nomenclature ‘Privacy by Design’ (PbD’).>* Also, in 2010 the 32"
International Conference of Data Protection and Privacy Commissioners
passed a resolution to the effect that Privacy by Design was a fundamen-
tal part of fundamental privacy protection.’* Ann Cavoukian is credited
with coining the notion ‘Privacy by Design’, which is briefly described as,

. an approach to protecting privacy by embedding it into the design
specifications of technologies, business practices, and physical infrastruc-
tures. That means building in privacy up front — right into the design
specifications and architecture of new systems and processes’.”> The main
rationale to data protection by design is that privacy-related interests re-
ceive serious consideration throughout the entire lifecycle of information
systems development and not just at the end.*®

Article 25(1) states:

Taking into account the state of the art, the cost of implementation and the
nature, scope, context and purposes of processing as well as the risks of vary-
ing likelihood and severity for rights and freedoms of natural persons posed
by the processing, the controller shall, both at the time of the determination
of the means for processing and at the time of the processing itself, imple-
ment appropriate technical and organisational measures, such as pseudony-
misation, which are designed to implement data-protection principles, such
as data minimisation, in an effective manner and to integrate the necessary

52 Brkan, M., and Bonnet, G., Legal and Technical Feasibility of the GDPR’s Quest for
Explanation of Algorithmic Decisions: of Black Boxes, White Boxes and Fata Morganas, Euro-
pean Journal of Risk Regulation, Vol. 11, Issue 1, March 2020, pp. 18-50, p. 19.

5> Bygrave, Lee A., Data protection by design and by default, in Kuner Christopher, By-
grave Lee A. and Docksey Christopher (eds.), 7he EU General Data Protection Regulation
(GDPR), Oxford University Press, UK, 2020, p. 571.

>4 Tbid., p. 571.

55 Information and Privacy Commissioner of Ontario, Introduction to PbD, available at
https://www.ipc.on.ca/english/privacy/introduction-to-pbd/ (last accessed on 2016-03-
24).

56 Bygrave, Data protection by design and by default, (n. 53), p. 571.
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safeguards into the processing in order to meet the requirements of this
Regulation and protect the rights of data subjects.

For the purposes of this paper, it is sufficient to note that privacy is an
inherent value protected and promoted by the GDPR and that it finds
expression throughout the GDPR but also very concretely in Article 25
GDPR.

The GDPR incorporates a number of data protection principles in
Article 5, and in Article 5(1)(d) accuracy is mentioned as a principle. The
rationale for incorporating accuracy as a principle is brought to the fore
and expanded upon by the Article 29 Data Protection Working (“Work-
ing Party’) Party.’” The Working party specifically mentions accuracy in
relation to profiling and that it should be taken into account during the
collection of data, the analysis of data, the building of a profile and the
application of a profile.’® The rationale for the need for accuracy is pro-

vided by the Working Group:

If the data used in an automated decision-making or profiling process is in-
accurate, any resultant decision or profile will be flawed. Decisions may be
made on the basis of outdated data or the incorrect interpretation of exter-
nal data. Inaccuracies may lead to inappropriate predictions or statements
about, for example, someone’s health, credit or insurance risk.>

Finally, it is argued that profiling may include an element of prediction,
which in turn can result in inaccuracies if the underlying data is incor-
rect.’’ Here is can be argued that accuracy is necessary in order that an
algorithm, creating a profile of an individual, paints as true a picture as
possible of that individual. Accuracy can therefore be seen as a compo-
nent necessary to gauge a person’s reputation.®! In this sense it is a human
value worth preserving and promoting.

57 Article 29 Data Protection Working Party, Guidelines on Automated individual deci-
sion-making and Profiling for the purposes of Regulation 2016/679, Adopted on 3 October
2017 available at wp251rev_01_en_A754F3E1-FB46-9E76-C0A919864E4B6641_49826.
pdf.

58 Ibid., p. 12.

> Ibid.

60 Tbid., p. 17.

o1 For a discussion on reputation, see Greenstein, Stanley, Our Humanity Expasm’: Pre-
dictive Modelling in a Legal Context, Dissertation, Stockholm University, 2017, available
at htep://www.diva-portal.org/smash/record.jsf?dswid=52708&pid=diva2%3A1088890.
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The next section entails a closer examination of how the values of ex-
plainability, privacy and accuracy to some extent compete with each other
but also complement each other.

3.2 The Trade-Off in Transforming Legal Values

to Technical Values

This section draws on experiences from the EXTREMUM project in or-
der to illustrate the challenges associated with transforming human val-
ues or legal values expressed in the natural language form into technical
values represented by machines. The process of transforming human val-
ues into technical values is depicted in Figure 1 below. It is argued that
the three legal values mentioned above, namely, explainability, privacy
and accuracy, can be categorized into three separate techniques: the first
is the learning of a machine learning classifier that can accurately diag-
nose patients based on historical patient data, the second is preserving
the privacy of patients’ data, and the third is providing explanations to
diagnoses made by the developed machine learning models.®?

™ Public release of classifier
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SVM Classifier Private SVM Explanation
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Figure 1 is a representation of the machine learning techniques performed in order to
gain the insights from medical data in accordance with the goals of the EXTREMUM
project.

In Figure 1, a dataset containing sensitive data with many patients’ his-
torical health records and respective diagnosis, represented by ‘D’, is se-

62 Mochaourab, R, Sinha, S., Greenstein, S. and Papapetrou, P, Robust Counterfactual
Explanations for Privacy-Preserving SVM, International Conference on Machine Learning
(ICML 2021), Workshop on Socially Responsible Machine Learning, Jul. 2021.
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lected. It is assumed that the dataset is securely stored within the con-
fines of the hospital’s technical infrastructure without public access to
its entries. Within the secure confines of the hospital, the dataset is em-
ployed to train a machine learning classifier, in this case a Support Vector
Machine (SVM),® that would predict the diagnosis of future patients
based on the available historical data. The objective of SVM learning
is to achieve the highest possible prediction accuracy and accordingly
perform correct diagnosis for most future patients, i.e. as many patients
as is technically possible. Hence, the value of accuracy is the prime goal.

The functionality of the SVM classifier depends on a set of parameters
which are determined using the patients’ health records in the dataset.
Hence, any public accessibility to the trained SVM classifier parameters
may lead to privacy breaches if an adversary manages to reconstruct the
patients’ dataset using the classifier parameters. Therefore, we need to
ensure that the privacy of the persons in the dataset is preserved before
publicly releasing the classifier. The privacy mechanism used here guaran-
tees differential privacy, which is a privacy mechanism that incorporates
a tuneable degree of uncertainty about the actual presence of any entry
in the dataset (also referred to as ‘noise’).** This uncertainty is achieved
through random perturbation of the SVM classifier parameters.®> Con-
sequently, the private version of the SVM classifier can be made publicly
available with potential utilization in various contexts, e.g., in many dif-
ferent hospitals.

The benefit in guaranteeing privacy comes at the cost of reduced clas-
sifier accuracy. In other words, these two technical values are mutually
exclusive to the extent that increasing one of them decreases the other.
Figure 2(a) below illustrates the differences between the optimal SVM
classifier and its private version. Firstly, two categories of patients are rep-
resented. The category of ‘healthy patients’ is represented by the circles
and the category ‘unhealthy patients’ is represented by the plus signs. The
two axes in the figure represent two features of the data, i.e., two attrib-
utes of the patients’ health records. Examples of features can be smoking,

9 Hastie, T., Tibshirani, R., and Friedman, J. 7he elements of statistical learning: data
mining, inference and prediction. Springer Series in Statistics. Springer-Verlag New York,
2nd edition, 2009.

%4 Dwork, C. and Roth, A. The algorithmic foundations of differential privacy. Found.
Trends Theor. Comput. Sci., 9(3—4):211-407, August 2014. ISSN 1551-305X.

5 Pertubation can be described as the adding of noise to data in order to enhance con-

fidentiality.
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amount of exercise, genetic indicators or previous health issues, to name
a few. The optimal SVM decision boundary separates the two of patients
classes with a straight line which maximizes the widths of the margins.
Accordingly, the optimal SVM decision boundary is robust to any small
changes in the data since it is furthest away from both sets of points (i.e.
both circles and plus signs). On the other hand, the private SVM bound-
ary (indicated with the broken line), which is a randomly perturbed ver-
sion of the optimal SVM, is clearly less robust than the optimal SVM
boundary (its distance to the data sets has diminished and is therefore
not as robust). This means that its accuracy in classifying future patient
cases may on average be lower than that of the optimal SVM while on
the other hand it enhances privacy. In this way, the striving after privacy
in technical terms comes at the expense of accuracy.

SVM Private SVM
decision boundary  decision boundary Counterfactual
explanation
A A
I o
> =1
® ®
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Figure 2(a) Figure 2(b)

Figure 2 (a) illustrates the machine learning classifiers and the differences between the
optimal and private SVM. Figure 2 (b) shows a counterfactual explanation for a single
data point as well as its robust version.

Figure 1, also proceeds to consider the explainability of classifications
made by the private SVM (privacy preserving SVM). This can be ex-
plained by a hypothetical example depicting the patient and medical
practitioner context. On informing a patient about the diagnosis pro-
vided by the classifier, it becomes possible to quantify the least necessary
changes to the patient’s data that would lead to another diagnosis. For
example, this could entail informing a patient of what is required for him
or her to move from the category of ill patients to the category of healthy
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patients. This can be related to Figure 2(b), where the changes lead to
a given patient’s data point on one side of the SVM decision bound-
ary moving to the opposite side of the SVM decision boundary. Subse-
quently, the patient perceives a contrastive example of related data which
helps in explaining the diagnosis. Such types of explanations are called
counterfactual explanations and are especially useful when the changes in
the data are actionable, i.e., the patient is able to perform certain tasks to
change the outcome of the diagnosis.®

Providing valid counterfactual explanations for the privacy preserving
SVM classifier is a challenging task due to the introduced perturbations
to the optimal classifier parameters. Observe that the optimal SVM clas-
sifier is unknown since only the private SVM is publicly released. The
necessary changes to the patient’s data that lead to a different diagnosis
according to the private SVM classifier may still give the same original
diagnosis according to the optimal SVM classifier, as is shown in Fig-
ure 2(b). Addressing this issue requires studying robust counterfactual
explanations that consider the extent of perturbations required by the
privacy mechanism.®” Generating larger perturbations to achieve larger
levels of differential privacy would essentially require larger changes in
the patient’s data for counterfactual explanations. This is illustrated in
Figure 2(b) where the robust counterfactual explanation is further away
on the other side of the boundary to make sure that it is correctly classi-
fied according to the optimal SVM decision boundary. In other words,
these larger changes would guarantee a desired level of confidence that we
predict a different diagnosis using the unknown optimal SVM classifier.
Hence, as a summary, guaranteeing a desired level of differential privacy
diminishes the classifier accuracy and consequently increases the required
changes in counterfactual explanations to meet a certain level of confi-
dence in validity of the explanations.

%6 Wachter, Sandra, Mittelstadt, Brent C. R., Counterfactual explanations without opening
the black box: Automated decisions and the GDPR. Harvard Journal of Law & Technology,
31(2), 2018.

%7 In this regard reference is made to footnote 62 above.
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4  Conclusions

This paper began with the argument that whether we like it or not, the
technology we create has embedded within it human values, more spe-
cifically social, ethical and moral values. There may be varying interpre-
tations as to what a value is and where the boundaries lie as far as values
are concerned, but for the sake of simplicity, a value can be said to be a
good in itself. The paper then proceeded to illuminate the philosophy of
VSD, which places a large emphasis on identifying the human values as-
sociated with technological development. However, from the purely legal
perspective, the human values inherent in regulatory instruments provide
a natural point of departure for a discussion of values.

Using knowledge from research within the EXTREMUM project, the
main argument put forward in this article is that having identified the
human values relevant in relation to a particular technology and social
context, it may not be a straightforward issue of transposing these into
the language of data science. Challenges include the fact that the val-
ues expressed in laws have not undergone a balancing process. In other
words, the GDPR refers to explainability, privacy and accuracy but it
does not consider the difficulties in embedding these values into the tech-
nology. However, these difficulties become apparent when the process of
the translation of the values from natural language to the language of data
science begins. It soon becomes apparent that in technical terms these
human values are mutually exclusive — promoting one will invariably
occur at the expense of another — which in turn leads to the next problem
of having to balance these competing human values against one another
as they are transformed into their mathematical equivalents. This is de-
picted in the EXTREMUM project where the human values of privacy
and accuracy are pitted against each other as they are transformed into
their mathematical and statistical equivalents, or put another way, into
the rules of data science. Adding to the picture is the value of explainabil-
ity which adds a layer of complexity.

Much attention is given to the fact that cross-disciplinary work is re-
quired to address the challenges of modern technological development.
However, this is easier said than done, as depicted by the findings high-
lighted in this paper. One issue that comes to the surface is extremely
important. The data scientist’s reflex is to focus on the value of accuracy,
which is nothing strange as his or her main focus is to develop tech-
nology that works in a manner that is as accurate as possible. However,
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professionals from other disciplines such as the law, bring other insights
to the table regarding human values and legal demands, which in turn
will focus attention on other values in addition to accuracy, privacy being
a prime example. The fact that values such as privacy are mandated by
the law essentially create a dilemma for the data scientist. Naturally, the
technology should be as accurate as possible, but adhering to the law
may mean that part of the accuracy must be sacrificed for the sake of
privacy — not because we want to, but because we have to — if we want to
follow the law, that is. The follow-up question is extremely interesting,
namely, if we then are mandated by law to insert privacy into technology,
how much privacy is enough privacy according to the law? This in turn
raises additional questions, e.g. how to quantify privacy and what level of
privacy is demanded by the law? These are questions that remain outside
the boundaries of this paper but that will hopefully be addresses in future
works and fora.

It is argued that the above experiment brings worthwhile insights from
various perspectives: it can be worthwhile from the legislative technique’s
perspective, i.e. in relation to how we can better produce laws and other
sources of law; it is a valuable insight for legal practitioners called upon to
ensure that human values and more specifically legal values are embedded
into the technology we create and finally it creates awareness surrounding
the insight that the technology we create reflects the human values we
embrace.

115






Katja de Vries

A Researcher’s Guide for Using

Personal Data and Non-Personal

Data Surrogates: Synthetic Data
and Data of Deceased People

1  Introduction

In 2018, I was working as a postdoc at the I'T University (ITU) in Co-
penhagen. Besides teaching and research, I also sometimes acted as a
mediator between the Data Protection Officer' (DPO) and researchers,
trying to match the legal requirements following from data protection
law with the practical concerns that researchers face when handling data
in the, often, messy realities of doing research. In early 2020, in a Prelim-
inary Opinion on data protection and scientific research,” the European
Data Protection Supervisor (EDPS) wrote:

Data protection rules aim to ensure safety and transparency while minimis-
ing interference with ethical research that aim at generalisable knowledge
and societal good. The GDPR serves in part to ensure accountability for
such practices. There is no evidence that the GDPR itself hampers genuine
scientific research.

I T would like to thank Rasmus Balle and Lilian Baunbzk (that is, the Data Protection
Officer and Chief Information Security Officer at ITU during that period of time) for the
pleasant and insightful collaboration.

2 European Data Protection Supervisor (EDPS), Preliminary Opinion on data protection
and scientific research, 6 January 2020.
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Does the GDPR indeed not hamper research? Talking to researchers
about the GDPR has given me first-hand experience of what it must feel
like to be a dentist handling anxious patients: upon entering a room, I
could feel the waves of GDPR-anxiety flowing towards me. While it is
true that the General Data Protection Regulation 2016/679° (GDPR)
is much more research-friendly than many researchers might think, it
does require that researchers do some substantive and pre-emptive think-
ing about the data they plan to process in their research. They have to
ask themselves fundamental questions such as: Do I really need this
data? Can I do my research in a less data-intensive way? Can I use pseu-
donymised or anonymised data instead? How long do I need to keep this
data? What is the exact purpose that the data fulfil in my research? How
can I notify data subjects about the data processing? Are the technologi-
cal and organisational measures that I have taken to keep the data secure
appropriate for the state-of-the-art; the potential risks to the rights and
freedoms of the people whose data are processed; and the nature, scope,
context and purposes of processing? If such questions are taken seriously,
they require some real thinking and balancing of interests, and are not
exhausted by simply ticking a box. No wonder that researchers, if they
have the choice, prefer using data that fall outside the scope of the GDPR
and that allow them to skip the GDPR-based soul searching about their
research. This contribution reaches out a hand to researchers, especially
those processing data for the creation of Al-models; moreover, it takes
them on a quick tour through their options for finding data to fuel their
research. In section 2, I revisit the question of whether data protection
is stifling Al-research. Then in section 3, I look at initiatives that the EU
legislator has recently proposed to make the lives of researchers easier,
while staying within the boundaries of the GDPR, notably through the
concepts of ‘data intermediation services and ‘data altruism’ in the pro-
posed Data Governance Act. Thereafter, in section 4 and 5, I look at two
possible surrogates for personal data, which allow researchers to escape
from the scope of the GDPR: data of deceased people and synthetic data.
Finally, in section 6, I present some concise conclusions and pointers for
the researcher suffering from GDPR-anxiety.

3 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data
and on the free movement of such data, and the repealing Directive 95/46/EC, OJ L 119,
4.5.2016, 1-88.
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2 Is data protection stifling Al research
and innovation?

All over the world, countries are fighting to stay ahead in the Artificial
Intelligence (Al) race and to create a climate that stimulates Al in terms
of research and innovation as well as its adoption and commercialisation.
In order to create and use Al it is indispensable to have data, preferably
of good quality and in abundant amounts. For example, to create an
Al or machine learning (ML) model that can separate different types of
tumours on brain scans, healthy lungs from those affected by Covid or
that can recognise the author of an anonymous text, one needs to have
enough training data that a model can learn from. Thus, access to data is
the fuel for keeping up in the Al race.

Information technology allows data to move around quickly and seem-
ingly effortlessly. Data, however, never move in a legal vacuum. Legal
regulation mandates if data are allowed to move freely or not, and under
what conditions. Legal fields that decide if data movement is permitted,
obligatory, conditional or prohibited include data protection, intellectual
property, the right of access to public documents based on the principle
of open government, the right to re-use of publicly funded information
as open data, and research ethics regulations.

Research and innovation are areas that are prioritised and fostered
within the EU. While access to data can be limited by rights of others,
such as intellectual property or data protection rights, the EU legislator
often reserves a special regime for activities that fall in the field of research
and/or innovation. To illustrate this, I will name four (proposed) legal
EU instruments that all give a privileged status to data used for research
purposes: the Text- and Data mining exception in the Copyright Direc-
tive, platform access in the proposed Digital Services Act, the exclusion
of research from the scope of the proposed Al Act, and the research ex-
ception in the GDPR.

The first example of a research exception relates to data that are pro-
tected as works by copyright (for example, tweets, pictures or drawings
that contain at least a minimal trace of authorship) or as databases by the

4 Daniel Castro & Michael McLaughlin, Who Is Winning the Al Race: China, the EU,
or the United States? — 2021 Update. Information Technology & Innovation Foundation
(ITTF), at: hetps://itif.org/publications/2021/01/25/who-winning-ai-race-china-eu-or-
united-states-2021-update (published online 25 January 2021).
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sui generis database-right in Database Directive 96/9.° Normally, such
works or databases cannot be used without permission from the holder
of the intellectual property right. However, Article 3(1) of the Copyright
Directive 2019/790° contains an exception for Text- and Data mining
(TDM) ‘for the purposes of scientific research’, where scientific research
is understood as non-commercial research.” This means that non-com-
mercial researchers can train Al models on protected works and databases
without needing permission from the rightsholder.

The second example is the right to platform data access which can be
found in Article 31(2) and (4) of the proposed Digital Services Act,® and
gives ‘vetted researchers™ access to data ‘for the sole purpose of conduct-
ing research that contributes to the identification and understanding of
systemic risks. While this would be helpful to certain researchers, for
example, those creating Al models that capture the spread of disinfor-
mation of platforms, such as Facebook or Twitter, several commentators
have criticised the narrow scope of this exception and proposed that it
should be broadened, both in terms of types of researchers and research.'®

The third example is the exclusion of research from the scope of the
proposed AT Act.!! The Al Act aims to regulate Al systems that impact on

> Directive 96/9/EC of the European Parliament and of the Council of 11 March 1996
on the legal protection of databases, OJ L 77, 27.3.1996, 20-28.

¢ Directive (EU) 2019/790 of the European Parliament and of the Council of 17 April
2019 on copyright and related rights in the Digital Single Market and the amending
Directives 96/9/EC and 2001/29/EC, OJ L 130, 17.5.2019, 92-125.

7 Recital 12 of the Copyright Directive 2019/790. This narrow interpretation of “sci-
entific research” is not uncontroversial. See e.g. Rossana Ducato and Alain Strowel, En-
suring text and data mining: Remaining issues with the EU copyright exceptions and
possible ways out, 43 European Intellectual Property Review, 5, 2021, 322-337.

8 Proposal for a Regulation of the European Parliament and of the Council on a Single
Market for Digital Services (Digital Services Act) and the amending Directive 2000/31/
EC, COM/2020/825 final, 15 December 2020.

% According to Article 31(4) DSA, “vetted” means that researchers are ‘affiliated with
academic institutions, be independent from commercial interests, have proven records of
expertise in the fields related to the risks investigated or related research methodologies,
and shall commit and be in a capacity to preserve the specific data security and confiden-
tiality requirements corresponding to each request’.

10 Paddy Leersen, Platform research access in Article 31 of the Digital Services Act. Sword
without a shield? Verfassungsblog: On matters constitutional, at: hteps://verfassungsblog.
de/power-dsa-dma-14/ (published online 7 September 2021).

"' European Commission, Proposal for a Regulation of the European Parliament and
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society and citizens, potentially in a negative way, which means that the
Al Act only concerns Al systems in practice, that is, those that are placed
on the market, into service or used (Article 1(a) and (b)). Specifically, the
adjustments'? proposed by the Council in Article 2(6) and (7) underline
the special status of Al research and development:

Article 2(6). This Regulation shall not apply to Al systems, including their
output, specifically developed and put into service for the sole purpose of
scientific research and development.

Article 2(7). This Regulation shall not affect any research and development
activity regarding Al systems in so far as such activity does not lead to or
entail placing an AL

The new Recital 12a fleshes this point out even further by saying that
the Al Act should not apply to Al systems, which are used for ‘the sole
purpose of research and development in order to ensure that the Act
‘does not otherwise affect scientific research and development activity on
Al systems’ but ‘that any other Al system that may be used for the con-
duct of any research and development activity should remain subject to
the provisions’. Thus, the Council’s adjustments show that the European
legislator feels the need to stress that the regulation of certain risky Al
practices should not hinder Al systems with the sole purpose of research
and development.

In all the aforementioned research exceptions, the research that is pro-
tected is somehow limited. The TDM-exception on copyright and da-
tabase rights is limited to non-commercial science, the platform access
exception only can be used by ‘vetted’ academics that study ‘systemic
risks’ related to the platform data, and the AI Act only excludes Al sys-
tems that are completely disconnected from practice, whose sole purpose
is research and development. In comparison, the ‘scientific research’ ex-

of the Council laying down harmonised rules on artificial intelligence (artificial intelli-
gence act) and amending certain union legislative acts, COM(2021) 206 final, Brussels,
21 April 2021.

12 Council of the European Union, Proposal for a Regulation of the European Parlia-
ment and of the Council laying down harmonised rules on artificial intelligence (Artifi-
cial Intelligence Act) and amending certain Union legislative acts — Presidency compro-
mise text, 2021/0106(COD), Brussels 29 November 2021.
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ception in Art. 89 of the GDPR is much wider in scope, ‘including for
example technological development and demonstration, fundamental re-
search, applied research and privately funded research’ (Recital 159). The
question arises: how broad is the scope of the scientific research exception
exactly? This question has become even more important since the GDPR
has come into force. In contrast to its predecessor, Data Protection Di-
rective 95/46'3, the GDPR includes a scientific research exception for the
processing of sensitive personal data (Article 9(2)j GDPR), such as data
relating to health or race. Do practices that mix commercial exploita-
tion with research also qualify as ‘scientific research’, in the meaning of
the GDPR? Scandals like the NHS/DeepMind deal from 2016 raise
the question as to what kind of research should benefit from the GDPR
exception. Should companies that can mix treatment, research and com-
mercial development of health-related Al, such as Google Health, fall un-
der the privileged scientific research regime of the GDPR? In a recent
preliminary Opinion, the European Data Protection Supervisor (EDPS)
does not exclude commercial research as such but argues that the scope
of the exception in the GDPR should be limited to research that is ‘set
up in accordance with relevant sector-related methodological and ethi-
cal standards’, which includes ‘the notion of informed consent, account-
ability and oversight' and that ‘is carried out with the aim of growing
society’s collective knowledge and wellbeing, as opposed to serving pri-
marily one or several private interests’.!> Even if one follows this narrower
reading of the scope of the scientific research, the scope is still very broad
in comparison to the other research exceptions discussed earlier in this
section. Certain types of research performed by a commercial company
like Google Health might very well fall within the EDPS definition of ‘sci-
entific research’. However, research that is only commercial and does not
follow relevant ethical or medical standards, will fall outside.

13 Directive 95/46/EC of the European Parliament and of the Council of 24 October
1995 on the protection of individuals with regard to the processing of personal data and
on the free movement of such data, OJ L 281, 23 November 1995, 31-50.

! Julia Powels, Why are we giving away our most sensitive health data to Google?
The Guardian, at: https://www.theguardian.com/commentisfree/2017/jul/05/sensi-
tive-health-information-deepmind-google (published 5 July 2017); Julia Powles & Hal
Hodson, Google DeepMind and healthcare in an age of algorithms. 7 Health and Tech-
nology, Issue 4, 2017, 351-367.

5 EDPS, A Preliminary Opinion (n. 2), 11-12.

122



A Researcher’s Guide for Using Personal Data and Non-Personal Data ...

The broad understanding of ‘scientific research’ in the GDPR is all
the more important because the scope of the GDPR itself is very large:
personal data, that is ‘any information relating to an identified or iden-
tifiable natural person’ (Article 4(1) GDPR!9), is a category of data that
is extremely broad, as underlined, for example, by Purtova.!” Even data
that, at first sight, do not seem to be personal can still qualify as per-
sonal data if there is a reasonably likely potential that the data could be
retraced to a living individual: I might not directly recognise a person
from an IP address, a movement pattern or a brain scan, but with some
additional research and by combining data from other data, I would be
able to connect the dots. This implies that an enormous amount of re-
search falls within the scope of the General Data Protection Regulation
(GDPR) 2016/679.'8 However, in order to establish if the GDPR creates
a hindrance for Al research, it is not enough to look at the scope of the
exception. It is the content of the exception in Article 89 GDPR that is
most crucial. The research exception entails that researchers fall under a
lighter regime of data protection and have to comply with fewer require-
ments. Especially, the informational rights of data subjects (right to have
data rectified, to access the data, right to object to the processing or to
restrict it, right to erasure, etc.) are much more limited or sometimes
even non-existent when it can be shown that the exercise of such rights
interferes with the research. Yet, as mentioned in the introduction, the
data protection requirements that have to be complied with within this
privileged regime still compel substantive, pre-emptive thinking about
matters like data minimisation and purpose limitation and this often
instils a sense of GDPR anxiety in researchers.!” Does this mean, not-
withstanding that the research exception in the GDPR is much more
generous in scope than any of the other exceptions mentioned above,
that the EU has created a hurdle for itself, and that innovation might be
stifled by data protection requirements? While some argue that this is the

16 GDPR 2016/679 (n. 3).

17 Nadezhda Purtova, The law of everything. Broad concept of personal data and future
of EU data protection law, 10 Law, Innovation and Technology, 2018, 40-81.

18 GDPR 2016/679 (n. 3).

19 Katharina O Cathaoir, Hrefna Dégg Gunnarsddttir & Mette Hartlev, The journey of
research data: Accessing Nordic health data for the purposes of developing an algorithm,
Medical Law International, 2021, 1-23.
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case,?’ others consider GDPR anxiety to be a result of misunderstandings
and hence a transitional matter — the requirements are not unreasonably
burdensome, and it simply takes a while to get used to GDPR compli-
ance. Here, an analogy with environmental law*! could be made, as the
concern that the GDPR will hinder innovation resembles the ones raised
during the 1970s and 80s about how environmental laws could turn out
to be extremely detrimental for businesses and international competitive-
ness. These concerns about environmental regulation have been refut-
ed,?” and the benefits of regulating an industrial wild west outweigh the
costs: if left unregulated, the behaviour of industry is likely to result in an
environmental tragedy of the commons. The same arguments are raised
to defend data protection and the regulation of AL.** While the analogy
between environmental and data protection works well in many respects,
there are at least two important differences between the latter and the
former. Firstly, the number of actors that is affected by data protection
is much larger. Data protection does not only affect big companies like
Amazon, Google or Meta; it also affects any individuals or clubs who pub-
lish information about other people on their private website, the local

20 Tal Zarsky, Incompatible: the GDPR in the age of big data, 47 Seton Hall L. Rev.,
2016, 995-1020.

21 This is an analogy that has been made quite frequently in academic literature, although
the main point of comparison tends to be that the regulation of data protection and envi-
ronmental protection use similar regulatory tools (risk impact assessments, transparency
requirements, etc.) and that a lack of regulation leads to a tragedy of the commons in
both fields. See e.g.: Magdalena Stok-Wédkowska & Joanna Mazur, Regulating the digi-
tal environment: what can data protection law learn from environmental law?, 19 Review
of International, European and Comparative Law, 2021, 13-43; Mary Julia Emanuel,
Evaluation of US and EU Data Protection Policies Based on Principles Drawn from US
Environmental Law in: D. Svantesson & D. Kloza (eds), Trans-Atlantic Data Privacy Re-
lations as a Challenge for Democracy, Cambridge 2017, 407-427; A. Michael Froomkin,
Regulating Mass Surveillance as Privacy Pollution: Learning from Environmental Impact
Statements, University of Illinois Law Review, Issue 5, 2015, 1713-1790; Dennis D.
Hirsch, Protecting the Inner Environment: What Privacy Regulation Can Learn from
Environmental Law, 41 Georgia Law Review, Issue 1, 2016, 1-63.

22 Frank S Arnold, Anne S Forrest & Stephen R Dujack, Environmental Protection: I it
Bad for the Economy?: Environmental Law Institute 1998.

2 See, for example, the extensive report produced by the Dutch Scientific Council
for Government Policy: Corien Prins, Haroon Sheikh, Erik Schrijvers, Eline De Jong,
Monique Steijns & Mark Bovens. Mission AL The New System Technology. Summary re-
port, Wetenschappelijke Raad voor het Regeringsbeleid (Scientific Council for Govern-
ment Policy), The Hague, Netherlands, 2021.
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supermarket that has a customer loyalty programme, the municipality
dealing with citizens, researchers doing research involving personal data,
etc. The list is, in principle, endless, and it is currently difficult to find
anyone inside the EU who has not heard or been affected by the GDPR.
Even if I only focus on personal data processing in A/ research, which is
only a tiny domain within the much larger material scope of the GDPR,
the impact of the GDPR is enormous in comparison to environmental
regulation of industry. This brings me to a second difference, which I
have already discussed above: namely that even under the lighter regime
of the research exception (Article 89 GDPR), the GDPR still requires
individual researchers to do some fundamental and substantive thinking
about the data needed for their research. Compared to a data protection
impact assessment (looking at the risks to individual 7ighs),* an environ-
mental impact assessment (looking at the risks to the environment) has
a more tangible and quantifiable object Loss in biodiversity or increase
in CO; can be quantified. The numbers might be up for debate but at
least some quantification is possible. Quantifying the risk to a right is
more difficult: how to put a number to how much privacy is lost, how
much more cautious citizens become due to an increased chilling effect,
or how much of the rule of law evaporates? Researchers processing per-
sonal data will often have to do some balancing of interests in light of a
deep understanding of their research and its impact. A DPO can assist
a researcher in asking the right GDPR questions, such as ‘Is the public
interest pursued important enough to legitimise the negative effects for
affected individuals?” However, the answer to these questions can only be
found by combining detailed knowledge about the research set-up and
purposes with an understanding of data protection law. Of course, one
should not exaggerate the burden of data protection compliance. Think-
ing seriously about research data (how you use them, how long you need
to keep them, why you need them, how to keep them secure, how you
notify affected data subjects, etc.) should, in principle, not be an insur-
mountable burden. Yet, in the busy day-to-day life of many researchers,
the discovery that GDPR-compliance requires more than the thoughtless
ticking of a few boxes, combined with the fear of hefty administrative
fines, in the case of non-compliance (Article 83 GDPR), can cause the

24 Raphael Gellert, The Risk-based Approach to Data Protection, Oxford University Press
(2020).
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aforementioned GDPR anxiety. Moreover, some researchers® might ar-
gue that notably the principle of purpose specification in Article 5(1)(b)
GDPR, which requires personal data to be collected for a ‘specific, ex-
plicit and legitimate’ purpose, and data minimisation in Article 5(1)(c),
which requires that data be ‘limited to what is necessary in relation to the
purposes for which they are processed’, are at odds with the flexible atti-
tude underlying much big data research that boils down to ‘Let’s gather
as much data as I can, and then just try out some things — I'll find out by
trial and error what generates interesting results’.

3  How the EU legislator wants to make
the life of researchers easier: Data inter-
mediation services and data altruism

Is GDPR anxiety just another name for a sloppy research attitude, entail-
ing the lack of proper hypotheses and research plans, and a too limited
understanding of the opportunities offered to researchers in the GDPR?
It might be — in some cases, at least — but the EU legislator clearly feels
the need to help researchers by making data processing within the
boundaries of the GDPR easier. One of the proposals that could help to
realise these ambitions is the proposed Data Governance Act?® (DGA),
presented by the Commission in November 2020. On 31 November
2021, the European Parliament and Council reached an agreement and
presented a provisional final version.”” In Recital 5 of this latest version
of the proposed DGA, it states in relevant part:

% Zarsky (n. 20).

26 European Commission, Proposal for a Regulation of the European Parliament and
of the Council on European data governance (Data Governance Act), COM(2020) 767
final, Brussels, 25 November 2020. It should be noted that the DGA not only tries to
facilitate the sharing of personal data, but also data which are protected by intellectual
property rights. In this contribution, I only focus on the sharing of personal data in the
DGA, but the DGA mechanisms for both categories of data are more or less the same.
%7 Council of the European Union, Proposal for a Regulation of the European Parlia-
ment and of the Council on European data governance (Data Governance Act) — Analysis
of the final compromise text in view to agreement, 2020/0340(COD), Brussels, 10 De-
cember 2021.
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...certain categories of data (commercially confidential data, data subject
to statistical confidentiality, data protected by intellectual property rights
of third parties, including trade secrets and personal data) in public data-
bases is often not made available, despite this being possible in accordance
with the applicable Union law, in particular Regulation (EU) 2016/679
and Directives 2002/58/EC and (EU) 2016/680, not even for research or
innovative activities in the public interest. Due to the sensitivity of those
data, certain technical and legal procedural requirements must be met be-
fore they are made available, not least in order to ensure the respect of
rights others have over such data, or limit negative impact on fundamental
rights, the principle of non-discrimination and data protection. Such re-
quirements are usually time- and knowledge-intensive to fulfil. This has led
to the underutilisation of such data (...) In order to facilitate the use of data
for European research and innovation by private and public entities, clear
conditions for access to and use of such data are needed across the Union.

The DGA basically introduces three trajectories to incentivise sharing of
data that is protected by data protection or intellectual property rights.
Firstly, it gives guidance on the re-use of protected data owned by pub-
lic sector bodies (Chapter II, DGA). Secondly, it creates a “data altru-
ism” framework (Chapter IV, DGA), facilitating the sharing of protected
data for the common good, including research. And finally, it introduces
a framework for so-called “data intermediation services” (Chapter III,
DGA), that is, professional data sharing services. One central idea in
the DGA is to create sector-specific “data spaces”, which could be de-
scribed as data silos or commons, managed by the aforementioned data
intermediaries. When data are kept in such a data space, supervised and
managed by a professional intermediary, this would hopefully lead to
improved data quality, reliability, availability and security of data, which
would automatically also entail a higher level of GDPR compliance and
public trust, as well as a more streamlined and institutionalised process
for requesting permission to use the data. Some of these data spaces, such
as the European Health Data Space, will require additional regulation®®
because of the specific sensitive nature of certain types of data and par-
ticular sectorial demands. The DGA will, however, provide the common

28 Towards European Health Data Space (TEHDAS), Milestone 5.8 Potential health data
governance mechanisms for European Health Data Space, 1 September 2021, project report
co-funded by the European Union’s 3rd Health Programme (2014-2020) under Grant
Agreement no 101035467.
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framework. In Article 2(c) of the DGA, data intermediation service is
defined as ‘a service, which aims to establish commercial relationships for
the purpose of data sharing between an undetermined number of data
subjects and data holders, on the one hand, and data users on the other
hand, through technical, legal or other means, including for the exercise
of data subjects’ rights in relation to personal data’.?’ Data intermediaries
will form a new commercial business model which excludes existing non-
profit collaborative knowledge platforms (such as WikiMedia), as well as
commercial businesses that only provide a technical means for sharing
without establishing a legal and commercial relationship between poten-
tial sharers and users (such as cloud services like OneDrive and Dropbox):

The provision of cloud storage, analytics or of data sharing software, the
provision of web browsers or browser plug-ins, or an email service should
not be considered data intermediation services in the sense of this Regula-
tion, as long as such services only provide technical tools for data subjects
or data holders to share data with others, but are neither used for aiming
to establish a commercial relationship between data holders and data users,
nor allow the provider to acquire information on the establishment of com-
mercial relationships for the purpose of data sharing, through the provision
of such services. Examples of data intermediation services would include,
inter alia, data marketplaces on which companies could make available data
to others, orchestrators of data sharing ecosystems that are open to all inter-
ested parties, for instance in the context of common European data spaces,
as well as data pools established jointly by several legal or natural persons
with the intention to license the use of such pool to all interested parties
in a manner that all participants contributing to the pool would receive a
reward for their contribution to the pool. This would exclude value-added
data services, that obtain data from data holders, aggregate, enrich or trans-
form the data for the purpose of adding substantial value to it and license
the use of the resulting data to data users, without establishing a commercial
relationship between data holders and data users.*

The idea is that data intermediaries would be registered, supervised by
a new supervisory body called the ‘European Data Innovation Board’
and easily recognisable through a common logo that identifies them as
a provider of ‘data intermediation services recognised in the Union’. As
such, these intermediaries, who only act as intermediaries and not use the

29 DGA-Council (n. 28), Article 2c.
30 DGA-Council (n. 28), Recital 22a.
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data themselves for other purposes (Article 2(c) of the DGA), would offer
natural and legal persons an alternative to simply parking their data at
some integrated tech platform. Storing data at an intermediation service
would offer a way for data subjects and data holders to stay in control of
the data connected to them, through data protection or intellectual prop-
erty rights, while at the same time allowing for data sharing for certain
purposes.

One important adjustment in the latest version of the DGA is a clarifi-
cation in Recital 3a, namely that the GDPR has an incontestable primacy
over the DGA:

This Regulation should in particular not be read as creating a new legal basis
for the processing of personal data for any of the regulated activities, or as
modifying information requirements under Regulation (EU) 2016/679.3!

Thus, if the intermediation services are to make data sharing easier, this
would not be because the regulatory data protection regime is altered.
The introduction of intermediation services in the DGA aims to be like
a Tinder of sharing data. Without altering the data protection rules as
such, the hope is that the introduction of data intermediaries, who match
potential data sharers with potential data (re-)users, could be as much of
a game changer as 7inder-like services were for dating.

In order to further incentivise natural and legal persons to share data
with data, the EU legislator has also introduced the concept of ‘data al-
truism’ in Article 19 DGA. In contrast to data intermediaries, data altru-
ism organisations and the natural or legal persons sharing their data for
altruistic purposes do this on a non-profit basis. Data altruism organisa-
tions should, like data intermediaries, be recognisable by a common logo.
Article 2(10) of the DGA states that ‘data altruism’ amounts to ‘voluntary
sharing of data based on consent by data subjects to process personal data
pertaining to them, or permissions of other data holders to allow the use
of their non-personal data without seeking or receiving a reward that goes
beyond a compensation related to the costs they incur making their data
available, for purposes of general interest’. As pointed out by Gonzélez
Fuster,> the choice of the word ‘data altruism’, instead of, for example,
the more neutral term ‘data donation’, gives a strong normative value to

31 DGA-Council (n. 28), Recital 3a.
32 Gloria Gonzdlez Fuster, Carta Academica. Laltruisme des données peut-il sauver le
monde? Le Soir, 24 April 2021.
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the concept. ‘Data altruism’ has a morally positive ring to it, whereas its
opposite, ‘data egoism’, sounds less appealing. Moreover, Gonzélez Fuster
continues, the problem with the word ‘data donation’ is also that data
protection is understood in the EU as an inalienable fundamental right
that should not be understood in terms of property rights. One cannot
sell or give away one’s right to data protection, in the same way as one
cannot do that with other inalienable rights, such as one’s right to human
dignity. The word ‘data altruism’ makes it easier to defend that data are
not donated, in the meaning of a transfer of property, but that the data
subject consents to its use in compliance with the GDPR. Not unlike the
data spaces managed by commercial intermediaries, data altruism organ-
isations fulfil the role of a dating market between potential data sharers
and users, but what brings them together is a non-commercial shared
commitment to a particular purpose of general interest. Article 22 of the
proposed DGA offers the possibility to the Commission to adopt imple-
menting acts for the development of a uniform European data altruism
consent form, using a modular approach, allowing customisation for spe-
cific sectors and for different purposes. This consent can, in line with the
GDPR, be revoked at any point. It could, however, be questioned if the
data altruism in the proposed DGA is as fully GDPR compatible, as it
claims to be.?? In its position paper*® on the DGA, the European Con-
sumer Organisation (BEUC) warns that the term ‘purposes of general
interest’ (Article 2(10) of the DGA) is too vague. The term can easily be
stretched in unforeseeable ways:

Consumers must also be legally protected against misleading practices
which are presented as public purpose research when in reality there is com-
mercial intent in the exploitation of the data as a result of the commerciali-

sation of the research outputs.

3 Paul Keller and Francesco Vogelezang, The Data Governance Act — between under-
mining the GDPR and building a Data Commons, EDRI, at: https://edri.org/our-work/
the-data-governance-act-between-undermining-the-gdpr-and-building-a-data-commons/
(published online 14 July 2021); Paul Keller and Francesco Vogelezang, The Data Govern-
ance Act: five opportunities for the data commons, Open Future, at: https://openfuture.
eu/publication/the-data-governance-act-five-opportunities-for-the-data-commons/ (pub-
lished online 23 June 2021).

3 The European Consumer Organisation (BEUC), Dara Governance Act. BEUC position
paper, 2021.

3 BEUC (n. 35), p. 3.
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In the initial version of the DGA, ‘general interest’ was left undefined
and only exemplified by two examples in Article 2(10): “...such as sci-
entific research purposes or improving public services. BEUC criticised
this lack of a definition of ‘general interest’ in the DGA and wrote that:

there are no clear legal benchmarks to check against the presence of such a
‘general interest’ (‘altruism washing’) and, in some cases, the interpretation

of what constitutes a ‘general interest’ might differ at national level.?¢

In the latest version of the DGA, ‘general interest’ is illustrated with more
examples in Article 2(10); nonetheless, at a fundamental level, BEUC’s
criticisms regarding vagueness still hold:

...for purposes of general interest, defined in accordance with national law
where applicable, such as healthcare, combating climate change, improv-
ing mobility, facilitating the establishment of official statistics, improving
public services, public policy making or scientific research purposes in the
general interest.

It would be up to altruism organisations or the data receiving public en-
tity to ensure that the altruistically shared data are shared for a purpose
or set of purposes that can be qualified as ‘general interest’ and that are
sufficiently specific to be in accordance with the purpose specification
principle in Article 5(1)(b) of the GDPR. The importance of compliance
with the purpose specification principle is clarified by a new addition in
Article 19(1)a. In the initial version of this Article, it only said that data
altruism organisations should inform data holders ‘about the purposes
of general interest for which it permits the processing of their data by a
data user’, whereas the latest version also specifies that information about
‘the specified, explicit and legitimate purpose’ for which it permits the
processing of personal data should be provided. However, the fact that
a data space, managed by a data intermediation service or data altruism
organisation, is supposed to be a one-stop shop, where a multitude of
actors can request access to data, seems to create an incentive to not make
the purposes too specific, and makes it attractive to stretch out the speci-
ficity of purposes to the maximal vagueness still permitted by the GDPR.
Moreover, in the case of data altruism, one could basically imagine two
different scenarios with regard to purpose specification. The first one is

36 BEUC (n. 35), p. 8.
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where potential data sharers have a very specific purpose in mind, such as
in the case where a patient suffering from a rare disease wants to stimulate
research only in this very particular field. The second scenario is a poten-
tial data sharer who simply wants to get a quick fix of ‘do-gooder’ feeling
and is nudged to share data for a default set of rather broadly formulated
general interest purposes. The question is if the latter would cause friction
with the requirements of purpose specification and freely given consent
in the GDPR. Moreover, data altruism might give the false impression
to data subjects that re-use of data for a new purpose always requires
their renewed consent (Article 6(4) of the GDPR), whereas, in fact, this
is not the case for ‘archiving purposes in the public interest, scientific or
historical research purposes or statistical purposes’ (Article 5(1)b)) that
are presumed to be compatible, as well as for re-use that is in accordance
with the law, necessary in a democratic society and in pursuance of a le-
gitimate aim (Article 6(4) of the GDPR).%” A potential do-gooder might
be surprised to find out that a planned act of altruism is void because
the data already have been shared, and that the GDPR, in fact, does not
always require consent for data re-use.

Does the DGA help a researcher who is experiencing GDPR anxiety?
The DGA might help, in terms of data accessibilizy, in the same way a
dating service like 7inder increases the amount of potential individuals
to date. However, given that the GDPR has primacy over the DGA,
the burden of GDPR compliance will not disappear. The procedures fol-
lowed by data intermediation services and data altruism organisations
might be more standardised, but the substantive thinking about data pro-
tection requirements cannot be removed. Nor are GDPR requirements
like data minimisation and purpose specification, which might frustrate
a researcher who would have the freedom to freely change between re-
search purposes: if a data set containing gait and facial expressions of in-
dividuals in public transport does not lead to a good Al-model to identify
Covid-19 infections, why not try to see if the data can be used to spot
people who don’t have a bus ticket or illegal migrants? Even though the
GDPR, in principle, allows for jumping from one research purpose to
another (compatible purpose, Article 5(1)b of the GDPR), the researcher
would have to do the exercise in substantive GDPR-thinking before
each shift in research purpose. In order to truly stop worrying about the

37 Merel Koning, The purpose and limitations of purpose limitation, Doctoral dissertation
Radboud University, 2020.
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GDPR, a researcher would have to find data that fall outside the scope
of the GDPR. One possible route to do this is by using anonymous data.
Sometimes, training an Al-model on anonymised data is a viable option,
but sometimes anonymisation of personal data leads to too much utility
loss. The holy grail is then to find a surrogate to personal data that has
the same utility yet does not qualify as personal data. One possibility — at
least in most Member States — is to use data of deceased people (see sec-
tion 4 below). Another one is to use so-called synthetic data, which are
fake data that resemble real personal data. (see section 5 below).

4 A surrogate to personal data:
Data of deceased people

Recital 27 explicitly states that the GDPR does not apply to the personal
data of deceased persons, but that Member States may provide for rules
regarding the processing of personal data of deceased persons. Approxi-
mately two-thirds of EU Member States have not chosen to do so.?® For
example, The Netherlands and Sweden have not created any provisions
for data of deceased individuals; however, in Denmark, there is 10 years
of protection after moment of death (§ 2(5) Danish Data Protection
Act®). This means that in many Member States, data of deceased indi-
viduals could be a legal loophole and a window of opportunity for certain
types of research. There are, however, several caveats to take into account.

Firstly, data of deceased people only fall outside the scope of the GDPR
if they do not relate to any living individual.“* A post on a social network
containing information about both a deceased and a living individual
would still qualify as personal data in the meaning of the GDPR. Certain
types of data, such as genetic data, almost always also relate to living peo-
ple even if they are primarily related to a deceased individual.

% David Erdos, Dead ringers? Legal persons and the deceased in European data pro-
tection law, 40 Computer Law & Security Review 40, 2021. See for an overview, for
example: hteps://www.twobirds.com/en/in-focus/general-data-protection-regulation/gd-
pr-tracker/deceased-persons (last accessed 10 December 2021).

3 Act No. 502 of 23 May 2018, published in the Law Gazette on 24 May 2018, at:
heeps://www.datatilsynet.dk/media/7753/danish-data-protection-act.pdf.

4 Thigo de Miguel Beriain, Aliuska Duardo-Sdnchez, José Castillo Parrilla, What Can
We Do with the Data of Deceased People? A Normative Proposal, 29 European Review
of Private Law, Issue 5 (2021), pp. 785-806.
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Secondly, certain types of research need to be approved by a research
ethics body. It should be noted that data protection and research ethics
depart from different legal rationales: the former is strongly connected
to informational self-determination, while the latter connects more to
human dignity. National guidelines and regulations on research ethics
often differ quite substantially from one country to another. However,
some widely recognised international codes exist. One of the most im-
portant ones is the World Medical Association’s Declaration of Helsinki
on Ethical Principles for Medical Research Involving Human Subjects.*!
The first paragraph of its Preamble, the Helsinki Declaration, says that it
applies to ‘medical research involving human subjects, including research
on identifiable human material and data’. Medical research involving hu-
man participants, genetic data or human tissue are classical types of re-
search that are required to undergo ethical review in almost any country.
Research from other domains, such as humanities®® or natural sciences,*
can sometimes also be required to undergo ethical review. In Sweden, the
Act concerning the Ethical Review of Research Involving Humans** makes
a link in 3§(1) to sensitive personal data, as defined in Article 9 of the
GDPR: any research processing such data has to apply for ethical ap-
proval. It should, however, be underlined that despite the link to the
GDPR research, ethics assessments follow their own logic that has to be
clearly distinguished from an assessment of data protection compliance.
Research ethical assessments often, for example in the aforementioned
Swedish Act and the Helsinki declaration, have two main elements: inde-
pendent ethical oversight that balances the scientific value against the pri-
vacy, health and safety it may entail for involved human participants’ risks
(and where priority is given to the latter) and informed consent. From a
research ethics perspective, obtaining informed consent from study par-
ticipants, unless they are deceased, is almost always necessary. This should
be contrasted with the data protection law, where consent is only one

41 World Medical Association’s Declaration of Helsinki on Ethical Principles for Medi-
cal Research Involving Human Subjects, adopted by the 18th WMA General Assembly,
Helsinki, Finland, June 1964. Latest amendment on the 64th WMA General Assembly,
Fortaleza, Brazil, October 2013.

42 UIf Gorman, Lathund for etikprovning — Humanistiska och teologiska (HT) fakulteterna,
Lunds Universitet, 2017.

4 Etikprovning — en Gversyn av reglerna om forskning och hilso- och sjukvard (SOU
2017:104).

4“4 Lag om etikprévning av forskning som avser minniskor, SFS 2003:460.
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of several legal grounds for processing (Article 6(1) of the GDPR) and

an enormous amount of processing happens on other grounds, without
consent, such as the public or legitimate interest grounds. Thus, the ‘free-
ly-given, specific, informed and unambiguous’ consent in data protection
law differs ‘conceptually and operationally® from the informed consent
that research ethics requires, the former rooted in information self-deter-
mination and the latter in human dignity. This distinction also explains
why research ethics codes often do not exclude data relating to deceased
people in the same way as the GDPR. For example, the use of biological
material of a deceased human being might encroach on post-mortem hu-
man dignity, but informational self-determination is no longer applicable
if an individual is not alive.

Thirdly, the question is if the right to private life in Article 8 of the
European Convention on Human Rights (ECHR) could cause problems
for the use of data relating to deceased people. This is rather unlikely.
Despite the fact that the Strasbourg Court does not fully exclude that
Article 8 can be applicable to deceased individuals,® the main focus is
clearly on living people.

Finally, one should always take into consideration if data relating to
deceased people are protected by some other rights of others, such as
copyright, database rights or other intellectual property rights. This could,
for example, be relevant with regard to pictures of deceased people that
qualify as copyright protected works.

In summary, deceased people’s data could be a good alternative for
researchers who want to escape the scope of the GDPR, as long as the
data does not relate to other living beings, and potentially applicable na-
tional data protection legislation about deceased people, research ethics
and intellectual property laws are taken into consideration. Krutzinni
and Floridi?” have proposed that the use of medical data of deceased peo-
ple should be facilitated by creating a dedicated medical code for post-
humous data donation (PMDD) that enables individuals to decide how
their medical data could be used after their death, in a manner akin to

S EDPS, Opinion on scientific research (no 2), 2.

46 European Court of Human Rights (ECtHR), M. L. v Slovakia (Application no.
34159/17), 14 October 2021.

47 Jenny Krutzinna & Luciano Floridi, Ethical Medical Data Donation: A Pressing Is-
sue, in Jenny Krutzinna & Luciano Floridi, 7he ethics of medical data donation, Springer
Nature, 2019, 1-6.
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how one decides ‘to donate blood, organs or tissue’.*® While this proposal
for a dedicated PMDD code has not been adopted by any legislator yet,
it seems to fit in well with the spirit of the aforementioned DGA, and it
is not difficult to see how data altruism could be stretched out to apply to
this kind of posthumous data altruism too. While Krutzinna, Taddeo and
Floridi*’ consider it ethically preferable to begin with creating a frame-
work for posthumous data donation and later possibly extend to medical
data donation by living individuals and corporations, the EU legislator
seems to work from the other direction by introducing data intermedia-
tion services and data altruism in the proposed DGA.

5 A surrogate to personal data: Synthetic data
(a particular type of anonymised data)

The material scope of the GDPR, as discussed above (in section 2), is
very broad because of the enormous amount of data that fall under the
definition of personal data, as defined in Article 4(1) of the GDPR.>®
This means that many researchers face GDPR questions, unless they find
a way to escape its scope. Using data of deceased people as a way to escape
the scope of the GDPR is only a minor fringe phenomenon compared to
the most classical way to do so, namely by using non-personal data or by
anonymising data.

Apart from the fact that national complementary provisions can make
data protection extend to data of deceased people, such data also have
practical limitations. Not all research can be based on data relating to
deceased people. For example, in order to create AI models that capture
contemporary phenomena, such as symptoms caused by the latest variety
of the Covid-virus, outdated data of deceased people will not do. If data
of deceased people will not help a researcher, it might be time to look at
the more conventional road: anonymisation.

4 Krutzinna & Floridi (no 47), 2.

# Jenny Krutzinna, Mariarosaria Taddeo, and Luciano Floridi, Enabling Posthumous
Medical Data Donation: A Plea for the Ethical Utilisation of Personal Health Data, in
Jenny Krutzinna & Luciano Floridi, 7he ethics of medical data donation, Springer Nature,
2019, 163-180.

50 GDPR 2016/679 (n. 3).
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In order to anonymise personal data, their link to any ‘identified or
identifiable natural person’ (Article 4(1) of the GDPR!) needs to be
severed in a way that cannot be reversed with ‘all the means reasonably
likely to be used, such as singling out, cither by the controller or by an-
other person to identify the natural person directly or indirectly’ (Recital
26 GDPR). This is not an easy feat. Removing a name or personal iden-
tification number is hardly ever enough to anonymise the data properly
because the remaining data in a profile might be rich enough to single
out a particular individual. For example, a data profile that refers to a
female academic with Dutch origin working in public law at Uppsala
University singles me out, despite the fact that it does not contain my
name or some other unique identifier. Re-identification is often facil-
itated by the combination of different data sets or by using novel data
techniques. This means that seemingly anonymised data, in practice, of-
ten actually should be qualified as pseudonymised data, defined in Article
4(5) of the GDPR as data that can ‘no longer be attributed to a specific
data subject without the use of additional information’. Pseudonymised
data are a particular type of personal data, and thus still fall in the scope
of the GDPR. This means that often, in order to realise true anonymisa-
tion>? in the GDPR, quite a substantial amount of information should
be removed, which can lead to a loss of utility. This is what is commonly
known as the privacy-utility trade-off: by removing information, data
might become anonymised, but this is of little avail if it disfigures the
data to such an extent that they are no longer useful for the intended
research. The holy grail of anonymisation is thus to find techniques that
prevent re-identification while preserving data utility. During the last few
years, synthetic data®® have been proposed as potentially being this holy
grail of anonymisation.>® The basic idea is that instead of removing data,
an Al model is trained on real data to generate fake data with the same
statistical properties. An example would be to create a generative model
that creates convincingly realistic portrait pictures of non-existing peo-

51 GDPR 2016/679 (n. 3).

52 Even though written when the GDPR was not in force yet, many of the arguments are
still applicable: Working Party 29, Opinion 05/2014 on Anonymisation Techniques, 2014.
53 Luke Rodriguez & Bill Howe, In Defense of Synthetic Data, arXiv:1905.01351, 2020;
Anjana Ahuja, The promise of synthetic data, Financial Times, 2020; Laboratory for In-
formation and Decision Systems, The real promise of synthetic data, MIT News, 2020.
54 Steven M. Bellovin, Preetam K. Dutta, Nathan Reitinger, Privacy and Synthetic Data-
sets, 22 Stanford Technology Law Review, Issue 1, 2019, 1-51.
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ple>® and to use these simulated data as a basis to train an Al model. The
question is, of course, if training a model on synthetic data will generate
sufficiently good results in comparison to using real data. Some authors®®
have claimed that this might not be the case and that synthetic data of
good quality might still be traceable to identifiable or identified individ-
uals, and that the privacy-utility trade-off is not truly resolved by using
synthetic data. Despite the drawbacks, using synthetic data might be a vi-
able option for at least some types of relatively simple data (for example, a
portrait photo might be more easily simulated than a brain scan) with lit-
tle outliers (for example, if a data set of portrait photos contains 100,000
human faces and 5 cat faces, the cat pictures in the synthetic data set will
probably be much closer to the original pictures than the human ones,
simply because there has not been enough material to generalise).

6  Conclusions: There is no one size that fits all

What to tell a researcher who needs data to build an Al-model but fears
that the GDPR-requirements will create a burden that is too large and
too demanding? The first message is a comforting one. The GDPR has
a broad understanding of scientific research, and it has a rather gener-
ous research exception in Article 89 of the GDPR. Nevertheless, GDPR
compliance is more than just ticking a few boxes and will often require
some substantive thinking about data protection risks and balancing of
different interests. The EU legislator partially helps researchers in the
proposed DGA, by creating infrastructures that will help match poten-
tial data sharers and data users. Data intermediation services and data
altruism organisations are thus likely to increase data access to data that
are protected by rights of others (data protection or intellectual property
rights). However, it should be underlined that the GDPR has primacy
over the DGA and that the improvements are mostly in terms of data
availability and infrastructure. The potential burden of compliance with
GDPR requirements is not altered by the proposed DGA. For researchers
that want to use data and not be burdened by the GDPR, I discuss two
alternatives. Firstly, one could consider using data of deceased individ-
uals, in as far as they are not connected to any other living individuals.

55 See https://thispersondoesnotexist.com/ (last accessed 10 December 2021).
56 Theresa Stadler, Bristena Oprisanu & Carmela Troncoso, Synthetic Data — Anonymi-
sation Groundhog Day, arXiv:2011.07018, 2022.

138



A Researcher’s Guide for Using Personal Data and Non-Personal Data ...

Here, also other legislative instruments should be taken into account that
could potentially limit the ways in which such data may be used: national
data protection provisions on data of deceased individuals, research eth-
ics codes and intellectual property laws. Secondly, one could consider
using anonymised data. In those cases where traditional anonymisation
methods degrade the utility of the data too much, the use of synthetic
data could be an option.

In summary, the researcher suffering from GDPR-anxiety, who is
looking for personal data or surrogates with a similar level of utility, in
principle, has a smorgisbord of options to pick from. However, which
type of data will be helpful in a particular research project is a highly
contextual question — in finding the right type of research data, there is
no one size fits all.
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Krav pd att fa nyttja andras
industriella data (som inte ar
personuppgifter) for att kunna
utveckla Al-tjanster: en 6versikt

1  Inledning

Samhillet utvecklas och forindras genom att vissa tillgangar blir mer
virdefulla medan andra tappar i betydelse. De senaste dren har ofta sagts
att data dr vér tids olja.! Med data har da frimst &syftats personuppgifter.
Annan data dn personuppgifter har inte uppmirksammats i samma ut-
strackning, férmodligen eftersom den 4nnu inte har fitt lika stor praktisk
anvindning, exempelvis for riktad reklam, och inte heller ger sirskilda
integritetsproblem. Industriell data, eller icke-personuppgifter, ir nigot
som huvudsakligen insamlas i realtid genom sensorer pa produkter och
vintas fa allt storre betydelse de nirmaste aren. Industriell data 4r bland
annat virdefullt vid utveckling av Al-baserade tjinster fér optimering av
olika slags processer, allt ifrin trafikfléden till jordbruk och industritill-
verkning.? For att trina en Al-algoritm som kan styra en sidan process,

! Se exempelvis https://www.economist.com/ May 6™ 2017 edition, artikeln “The
world’s most valuable resource is no longer oil, but data”. Se vidare A. Nordberg, Trade
Secrets, Big data and Artificial Intelligence Innovation: a Legal Oxymoron?, The Harmo-
nization and Protection of Trade Secrets in the EU: An Appraisal of the EU Directive,
(red.) J. Schovsbo, T. Minssen, T. Riis (2020) s. 194.

2 Preambel 9, Férordning (EU) 2018/1807 om en ram for det fria flédet av andra data
in personuppgifter i Europeiska unionen: "Det vixande sakernas internet (IoT), artificiell
intelligens och maskininlirning utgér vikeiga killor till andra data 4n personuppgifter,
till exempel som ett resultat av deras anvindning inom automatiserade industriella pro-
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behovs som regel mycket stora mingder data.> Stundom ir det samma
aktor som har tillging till data och som planerar att utveckla en Al-base-
rad jdnst, men det 4r langt ifran alltid fallet. Det ir ocksa sa att aggrege-
rad data ofta ir vird mer in summan av de ingiende datasamlingarna.’
Det sagda riktar uppmirksamheten mot ett problem: datasamlingar for
trining av Al forflyttas inte enkelt dit ddr de ger mest vérde.

Data ir ett objekt med sirskilda avtalsproblem for foretag och inno-
vatorer. Det dr ett forhallandevis nytt avtalsobjekt och kan ha flera olika
och ibland svarinsedda anvindningsmajligheter. En biltillverkare kan via
sensorer ha samlat in data for att underlitta service av bilen, men samma
data kan kanske nyttjas for utveckling av system for sjilvkorande bilar,
men ocksa av forsikringsbolag for att anpassa forarens forsikringspre-
mium. Det finns férmodligen andra och mer svarinsedda anvindnings-
mdjligheter for information i realtid om hur enskilda bilar framfors. Ta
idén om en tjinst som anger tidsatgang for alternativa firdvigar och som
bygger pa ridande genomsnittshastighet pa olika vigar. En utvecklare av
en sadan tjinst skulle formodligen behova data frin ménga av de viki-
gaste fordonstillverkarna for att kunna utveckla tjinsten. Detta skulle vara
svart att avtala om och kanske hindra den aktuella tjinsten. Ett sirskilt
problem vid nya Al-tjinster ir att en innovator eventuellt inte vigar av-
sloja sin avsikt beroende pa risken for att datainnehavaren sjilv viljer att
utnyttja mojligheten. En patentansokan brukar anvindas som ett sitt att
skaffa sig en sikrare forhandlingsposition nir ett utvecklingsprojekt ska
inledas i samarbete med andra.® Men det ir svart att f4 immaterialritesligt
skydd for en idé om en ny tjanst. Innan idé provats experimentellt dr den

duktionsprocesser. Konkreta exempel pa andra data dn personuppgifter inkluderar ag-
gregerade och anonymiserade datamingder som anvinds for stora dataanalyser, data om
precisionsjordbruk som kan bidra till 6vervakning och optimering av anvindningen av
bekimpningsmedel och vatten, eller data om underhéllsbehov for industriella maskiner.”
3 E. Rosati, Copyright as an Obstacle or an Enabler? A European Perspective on Text and
Data Mining and its Role in the Development of Al Creativity, elektroniskt tillginglig pa
https://sstn.com/abstract=3452376.

4 A. Wiebe, Protection for Industrial Data — A New Property Right for the Digital Eco-
nomy? Journal of Intellectual Property Law & Practice, 12(1), p. 63 (2017).

5> L. Cabral, et al, The EU Digital Market — A Report from a Panel of Economic Experts
s. 20, The European Commission science and knowledge service, 2021, tillginglig pa
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3783436.

6 B. Domeij, Patent och innovationsprocessens avtal s. 59-75 i Ett innovationspolitiskt
ramverk - ett steg vidare, (red. P. Braunerhjelm), Entreprendrskapsforum, 2011, och dven
publicerad i NIR 2012 s. 122-140.
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knappast patenterbar, eftersom tjinstidén i sig inte loser nagot tekniske
problem. Det finns knappast heller ndgon annan immaterialritt som star
till forfogande. Sammanfattningsvis dr industriell data ett nytt virdefull
objekt som har sirskilda svarigheter vid samarbetsavtal. Nir data inte kan
overforas blir resultatet datasilos och att den fulla potentialen hos nya Al-
tjanster riskerar att ga forlorad.

Den europeiska utvecklingen kring industriell data inledes med en
diskussion av om det skulle behovas ett nytt immaterialriteslige skydd.”
Inférandet av en dganderitt underlittar, som sagt, avtal och ir ett vanligt
overvigande nir ett immateriellt objekt genom teknisk utveckling har
facc 6kad betydelse. EU-kommissionen prévade i borjan av 2017 idén
om att skapa en immaterialritt for industriell data.® I bland annat aka-
demiska inldgg argumenterades emellertid f6r att det saknades ett sadant
behov och att risken snarast var att den faktiska kontroll som fanns hos
foretag ifraga om industriell data, som uppniddes genom tekniska spir-
rar mot andras dtkomst och skyddet som finns for féretagshemligheter,
redan innebar att delningen mellan foretag av icke-personuppgifter var
allefor begrinsad.” Det beddmdes vara osannolike att det fanns ett reellt
behov av ytterligare incitament for utveckling av industriell data eller f6r
nya begrinsningar ifriga om anvindning. Industriell data uppstar, som
sagt, genom sensorer som byggs in i produkter i syfte att kunna styra och
overvaka funktionen. Kostnaderna for detta ir inte jimforbara med de
som finns vid ett storre forskningsprojeke dir utfallet brukar vara hogst
osikert. Och efter kort tid kom diskussionen att istillet gilla regler for
okad delning av data, bide frivillig och tvingande sidan.'® EU-kommissi-
onens nya bild av ldget for icke-personuppgifter ar 2020 var att det fanns

7 M. Leistner, The existing European IP rights system and the data economy — An over-
view with particular focus on data access and portability, s. 249 i Data Access, Consumer
Interests and Public Welfare, tillginglig pd https://doi.org/10.5771/9783748924999-1,
am 14.07.2021 och https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3625712.

8 Communication from the European Commission of 10 January 2017 — Building a
European Data Economy, COM(2017) 2 final, s. 13.

7 ]. Drexl, Designing Competitive Markets for Industrial Data, Max Planck Institute for
Innovation and Competition Research Paper No. 16-13, tillgingligt pa https://sstn.com/
abstract=2862975.

10 7. Drexl, Connected devices — An unfair competition law approach to data access
rights of users, DOI:10.5771/9783748924999-477, publicerad i boken Data Access,
Consumer Interests and Public Welfare, s. 477 (483), och tillginglig pa hteps://www.
researchgate.net/publication/350522751_Connected_devices_-_An_unfair_competi-
tion_law_approach_to_data_access_rights_of_users.
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en bristande tillging hos foretag och avtalsproblem som kunde hindra
innovationer i form av nya tjdnster baserade pa Al

EU

Virdet av data ligger i deras anvindning och vidareutnyttjande. For nir-
varande finns det inte tillrickligt med data tillgingliga for innovativt vi-
dareutnyttjande, sdsom utveckling av artificiell intelligens. Problemen kan
grupperas enligt vem som innehar respektive anvinder uppgifterna, men
ocksa utifrén vilken typ av data det ror sig om (dvs. personuppgifter, icke-
personuppgifter eller blandade datamiingder med bade och).!!

Trots den ekonomiska potentialen har datadelning mellan féretag inte
tagit fart i tdllricklig utstrickning. Detta beror pa avsaknaden av ekono-
miska incitament (och ridslan for att forlora en konkurrensférdel), eko-
nomiska aktérers bristande tilltro till att uppgifterna kommer att anvindas
avtalsenligt, ojimna forhandlingspositioner, ridslan for att tredjeparter ska
tillskansa sig uppgifterna samt en brist pa riteslig klarhet om vem som kan
gora vad med data (t.ex. med gemensamt skapade data, framfor allt data
frin sakernas internet).?

Kommissionens avsikt dr nu att forbéttra foretags tillgang till in-

dustriell data genom ett forslag till en ny Data Act som ska presenteras
under fjirde kvartalet 2021.

[Ett forslag till en ny EU Data Act] will aim to increase access to and further
use of data, so that more public and private actors can benefit from tech-
niques such as Big Data and machine learning. The conditions of access and
further usage in B2B relationships are often regulated by private contracts.
The initiative would look both at data usage rights in industrial value chains
and particularly at a fair distribution of usage rights that allow all parties to
benefit from data-driven innovation. ... More specifically in this respect,
the assessment will consider the following problems:

i. B2B data sharing works best where the data holder has an incentive to
share data and the parties’ negotiating power is comparable. A data holder
with a stronger negotiating power may, however, unilaterally impose unfair
terms and conditions to the detriment of a company seeking data access
which could have the effect of making data sharing disproportionately dif-
ficult or economically prohibitive or refuse access to data altogether. This
may prevent data-driven businesses from developing/running their business
models and could push existing market players out of the market and pre-
vent new players from entering the market.

"' En EU-strategi for data s. 6, frin den 19.2.2020, COM(2020) 66 final.
12 En EU-strategi for data s. 7, frin den 19.2.2020, COM(2020) 66 final.
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ii. Non-personal data co-generated through industrial use constitute a
specific class of data that will grow at exponential scale over the years to
come (factory robots, agricultural machinery, etc.). The attribution of the
rights to access and use such data is left to private contract. This can raise
questions of fair competition in terms of the different markets (supplier,
OEM-buyer relations, aftermarkets). Also, there is untapped innovative po-
tential in secondary and tertiary uses made of the data through the develop-
ment of novel services that rely on access to such data.!?

Grundproblemet ir avtalssvarigheter som kan hindra innovation, nagot
som ir sirskilt patagligt for mindre och medelstora foretag. Vid sadana
forhéllanden ir naturligtvis framtvingad delning ett alternativ. En 6ver-
sikt av nir si sker med icke-personuppgifter i europeisk ritt ir mnet for
denna artikel. Nir det nedan talas om tvingande datadelning avses och
inkluderas diri mojligheten for mottagaren att utfora de handlingar med
data som mottagaren dnskar, exempelvis att trina en Al-algoritm; dmnet
for artikeln ar siledes “access and use” ifraga om icke-personuppgifter.
Rittsmedlen i Europa som har detta syfte ir dels sektorspecifik lagstift-
ning, dels konkurrensritt. Forst ska emellertid kort utvecklas vad det
praktiskt innebir att industriell data skyddas som foretagshemligheter.

2 Industriell data som foretagshemligheter

Regler kring foretagshemligheter har bred tillimpning och omfattar all
slags teknisk och kommersiell information hos niringsidkare, t.ex. kund-
register och testdata. Atminstone den Gvervigande mingden data hos
foretag som kan bli aktuell vid utveckling av Al-algoritmer uppfyller kri-
terierna i 2 § LFH (lag 2018:558 om foretagshemligheter).!* Data in-
himtad frin sensorer placerade pd industriella produkter ir inte, varken
som helhet eller i den form dess bestindsdelar ordnats och satts samman,
allmint kind hos eller littillginglig f6r de som normalt har tillgang till

13 EU Kommissionens Inception Impact Assessment, tillgingigt pd https://ec.europa.
eu/info/law/better-regulation/have-your-say/initiatives/13045-Data-Act-including-the-
review-of-the-Directive-96-9-EC-on-the-legal-protection-of-databases-_en.

! Den svenska definitionen av foretagshemligheter hirror frin direktiv 2016/943 om
skydd mot att icke r&jd know-how och foretagsinformation (foretagshemligheter). Se nir-
mare A. Nordberg, Trade Secrets, Big data and Artificial Intelligence Innovation: a Legal
Oxymoron?, The Harmonization and Protection of Trade Secrets in the EU: An Appraisal
of the EU Directive, (red.) J. Schovsbo, T. Minssen, T. Riis (2020) s. 194.
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information av det aktuella slaget. Informationen &r unik for foretaget.
Vidare skulle ett réjande, sa som krivs i 2 § LFH, vara dgnat att med-
fora skada i konkurrenshinseende for innehavaren. Slutligen, ska inne-
havaren ha vidtagit rimliga atgirder for att hemlighélla databasen, t.ex.
att anstillda eller affirspartners genom exempelvis 16senord eller avtal
forstar eller forutsitter att innehavaren har avsett att hemlighélla infor-
mationen.” Att informationen hade kunnat samlas in av andra, saknar
betydelse for fraigan om det finns ett skydd som foretagshemligheter, sa
linge som data inte offentliggjorts av den som samlat in information.
Delad data har fortsatt skydd, givet att mottagarna forstar att det ror sig
om hemligheter och att de inte fir spridas vidare. Foretagshemligheter
ska kunna spridas kontrollerat.!®

Lagen skyddar mot att nagon olovligen bereder sig tillging till fore-
tagshemligheter, exempelvis tar sig forbi tekniska skydd. For den som
lovligt har mottagit annans industriella data, sker ett olovligt utnyttjande
om mottagaren anvinder foretagshemligheterna i strid mot avtalet. Om
exempelvis en mottagare av data har face tillstind att utveckla en viss
Al-baserad tjinst, men istillet utvecklar en annan Al-baserad anvind-
ning, ir handlandet i strid mot 3 § férsta stycket LFH. Om en mottagare
har licens att anviinda data f6r eget nyttjande, men liter nigon annan ta
del av informationen, innebir det ett otillitet réjande, enligt 3 § forsta
stycket LFH.

I lagen om foretagshemligheter fran 2018 infordes regeln om att pro-
dukter som utomlands tillverkats pa ett sitt som gynnats avsevirt av
ett olovligt utnyttjande av foretagshemligheter utanfér Sverige, innebir
intring i de svenska foretagshemligheterna nir slutprodukterna fors till
Sverige (utan att slutprodukten i sig innehiller foretagshemligheterna,
3 § andra stycket LFH). Det ér tveksamt om regeln triffar en Al-tjinst
som utomlands tagits fram genom ett otilltet utnyttjande av data/fore-
tagshemligheter. Enligt ordalydelsen i lagtexten giller férbudet impor-
terade varor, som exempelvis tagits fram genom nagon annans hemlig-
hallna tillverkningsprocess. Det finns, s vitt jag kan se, inget egentligt
skil till att en Al-baserad tjidnst som utomlands tagits fram genom in-
trang i, i Sverige skyddade foretagshemligheter, bor f erbjudas pd den
svenska marknaden. Men lagstiftning av detta slag bor inte tolkas i strid
mot ordalydelsen. Det forefaller dirmed finnas en begrinsning i skyddet

15 Prop. 2017/18:200 En ny lag om foretagshemligheter s. 31.
16 B, Domeij, Frin anstilld till konkurrent s. 128 (2016).
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for foretagshemligheter genom att hemlighéllen data olovligen kan an-
vindas i utlandet for att utveckla och sedan erbjuda en ny tjinst i Sverige
utan att den rittmitige innehavaren av féretagshemligheterna kan hindra
erbjudandet.

I dlligg till skyddet som foretagshemligheter, finns det si kallade
databasskyddet. Det ir emellertid inte s relevant for industriell data,
som man kanske skulle tro.!” Databasskydd innebir dels en méjlighet
till upphovsrittsligt skydd for en originell struktur pa en databas, dels
finns ett sui generis-skydd for kopiering av sidana delar av en databas
som forutsatt en visentlig investering vid insamlingen av data.'® Vid ut-
veckling av Al-tjinster finns behov av data, men virdet ligger knappast i
den struktur som data har. Det gor ett eventuellt upphovsrittslige skydd
for strukturen relativt ointressant. De f6r Al-utveckling aktuella databa-
serna ir normalt inte allmint tillgingliga, vilket betyder att inte heller su:
generis-skyddet for databaser spelar nagon storre roll. Sui generis-skyddet
ar frimst visentligt vid offentliggjorda databaser.’ Vidare kan pépekas
att det formodligen ofta inte har krivts en visentlig investering for data
som samlats genom ett foretags produktsensorer.”’ Man kan konstatera
att ett eventuellt databasskydd atminstone inte framstir som centralt. Nu
aktuell data hos foretag dr tekniskt dtkomstblockerad och utgdr foretags-
hemligheter, vilket ricker.!

Sammanfattningsvis finns ett skydd, vilket hindrar angrepp pa sidan
data som kan anvindas av foretag for utveckling/trining av Al-baserade
tjanster. Nar foretag, genom sensorer, samlar in data uppstar foretags-
hemligheter. Skyddet giller utan behov av sirskilda atgirder och omfattar
olovligt anskaffande, utnyttjande och réjande av data.

17" J. Drexl, Designing Competitive Markets for Industrial Data s. 20, Max Planck Insti-
tute for Innovation and Competition Research Paper No. 16-13, tillgingligt pa hteps://
ssrn.com/abstract=2862975.

18 Direktiv 96/9/EC frin 11 mars 1996 om rittsligt skydd for databaser. Se J. Axhamn,
Databasskydd s. 121 ff (2017).

19" Se J. Axhamn, Databasskydd s. 221 ff (2017).

20 M. Leistner, The existing European IP rights system and the data economy — An over-
view with particular focus on data access and portability, s. 223 i Data Access, Consumer
Interests and Public Welfare, tillginglig pd https://doi.org/10.5771/9783748924999-1,
am 14.07.2021 och https://papers.sstn.com/sol3/papers.cfm?abstract_id=3625712.

21 B. Domeij, Databasskydd och féretagshemligheter, i G. Karnell, A. Kur, P-J. Nordell,
D. Westman, J. Axhamn, S. Carlsson (ed.), Liber Amicorum Jan Rosén s. 254 (2016).
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3  Lagstadgad tvingande datadelning

Det ér drastiskt att tvinga foretag att dela data/foretagshemligheter. Det
dr ddrfor knappast férvanande att EU-kommissionen har uttalat att en
skyldighet for foretag att dela insamlad data inte kan vara grundregeln i
europeisk ritt, men samtidigt har sagt att en sidan skyldighet kan inf6ras
om tre villkor dr uppfyllda: (1) skyldigheten till datadelning 4r begrinsad
till specifika sektorer/branscher, (2) det har konstaterats att det inte dr
mojligt act fa till stdnd frivillig handel med data i det aktuella fallet, (3)
konkurrensritten inte kan tillimpas for att 16sa problemet.?? Kriterierna
anses vara uppfyllda — tving att dela data existerar — i ett fatal specifika
fall. En forsta situation ir fordonsbranschen och vid reparations- och
servicetjinster.

Férordning 715/2007 om typgodkinnande av motorfordon ... och om till-
gang till information om reparation och underhall av fordon, som stadgar i
artikel 6.1 att: "Tillverkarna skall utan dréjsmaél ge oberoende aktérer obe-
grinsad och standardiserad tillging till information om reparation och un-
derhill av fordon via littillgingliga webbplatser och i standardiserat format
och pi ett sidant sitt att de inte diskrimineras jimfoért med auktoriserade
dterforsiljare och verkstider i fraiga om den tillging och information de
sistnimnda ges. For att detta mal littare skall kunna nés skall informationen
limnas pa ett konsekvent sitt, inledningsvis i overensstimmelse med Oasis-

»

formatets tekniska krav. ...”.

Det finns vidare ett direktiv, Second Digital Payment Services (DPS2),
som reglerar datatillging till forman for betaltjinstleverantorer.?? 1
nimnda direktiv, artikel 36, ges tvingande tillging for tillhandahallare av
digitala betalningstjinster, till bankkontodata avseende individer som har
blivit betaltjinstféretagets kunder.

Ett tredje exempel pa scktorsspecifik tvingande datadelning finns i ett
direktiv om data frin smarta el- och gasmitare.?* Ytterligare tre exempel
pé lagstadgad sektorspecifik datadelning ir en férordning om elnitsdata,?

22 En EU-strategi for data s. 7, frin den 19.2.2020, COM(2020) 66 final.

% Direktiv 2015/2366 om betaltjinster.

24 Direktiv 2019/944 om gemensamma regler for den inre marknaden for el, och direk-
tiv 2009/73/EG om gemensamma regler for den inre marknaden fér naturgas.

% Forordning (EU) 2017/1485 Rikdlinjer for driften av eloverforingssystem, och Férord-
ning (EU) 2015/703 om faststillandet av nitforeskrifter med regler for driftskompatibi-
litet och informationsutbyrte.
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ett direktiv om standarder for intelligenta transportsystem®® och infor-
mation som hirrér frin testning av kemikalier pé ryggradsdjur?.

EU-kommissionen tycks emellertid vara beredd att ta ytterliga och
mer betydelsefulla steg mot lagreglerad tvingande datadelning. Ett upp-
mirksammat initiativ ar forslaget frin december 2020 till en Digital
Market Act (DMA), som syftar till att skapa 6ppna och rittvisa digitala
marknader.?® Férordningen ska gilla for internets sd kallade grindvakter,
definierade i artikel 3, som de storsta internetplattformerna, bland annat
karakteriserade genom att de har minst 45 miljoner manatligt aktiva an-
vindare. I dagsliget skulle Google, Apple, Facebook, Amazon, Microsoft
och kanske nagra fler, omfattas.”” EU-kommissionen uttalar acc DMA
syftar till att gbra "access to data ... compulsory, where appropriate under
fair, transparent, reasonable, proportionate and/or non-discriminatory
conditions’.° I forslaget till DMA, artikel Gh och 6i, finns krav om att in-
ternetplattformarna ska ge foretagsanvindare tillging till data. Liknande
regler finns sedan tidigare for personuppgifter i artikel 20 GDPR, men
artikel 6 DMA giller bade personuppgifter och annan data.

Artikel 6 DMA:

h) tillhandahalla effektiv portabilitet for data som genereras genom en f6-
retagsanvindares eller slutanvindares verksamhet och ska i synnerhet till-
handahalla verktyg for slutanvindare for att underlitta utévandet av data-
portabilitet, i enlighet med férordning (EU) 2016/679, bland annat genom
tillhandahéllande av kontinuerlig dtkomst i realtid,

i) kostnadsfritt ge foretagsanvindare, eller tredje parter som auktoriserats av
en foretagsanvindare, effektiv, hogkvalitativ, kontinuerlig tillging i realtid
och anvindning av aggregerade eller icke-aggregerade data, som tillhanda-
halls eller genereras i samband med anvindningen av de relevanta centrala

26 Direktiv 2010/40/EU ett ramverk for inforande av intelligenta transportsystem pa
vigtransportomradet och fér grinssnitt mot andra transportslag.

¥ Foérordning (EG) nr 1907/2006 (Reach).

28 Forslag fran den 15.12.2020, COM(2020) 842 final, till EUROPAPARLAMEN-
TETS OCH RADETS FORORDNING om éppna och rittvisa marknader inom den
digitala sektorn (rittsakten om digitala marknader).

29 L. Cabral, et al, The EU Digital Market — A Report from a Panel of Economic Ex-
perts s. 9, The European Commission science and knowledge service, 2021, tillginglig pa
hteps://papers.sstn.com/sol3/papers.cfm?abstract_id=3783436.

30 Communication from the Commission of 19 February 2020 to the European Parlia-
ment, the Council, the European Economic and Social Committee and the Committee
of Regions — A European strategy for data, COM(2020) 66 final, s. 13.
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plattformstjinsterna av dessa foretagsanvindare och de slutanvindare som
tar i ansprak i de produkter eller tjdnster som dessa foretagsanvindare till-

handahaller ...

Artikel 6(h) garanterar effektiv dataportabilitet i realtid for foretagsan-
vindare, forutsatt att slutanvindarna ger samtycke. Artikel 6(i) ska ge
foretagsanvindare fri och hogkvalitativ tillgang till data i realtid som ge-
nereras av foretagsanvindarens verksamhet pa plattformen. Utéver att
datadelningsskyldigheten i DMA utstricks till alla slags data, och inte
bara personuppgifter, omfattar siledes DMA majligheter att begira hos
internetplattformarna att f en kontinuerlig datadverforing i realtid. En
framtvingad datadelning av sidant slag syftar till att minska de fordelar
som plattformarna fir genom data som genererats genom aktivitet pa
plattformen, vilket innebir att andra dn plattformen kan utveckla nya
tjanster baserat pd plattformsdata. Viktigt att notera ir att den tvingande
datadelningen fran de storsta internetplattformarna bara giller foretags-
anvindarens egen data som finns pé plattformen; det finns ingen ritt
att fa tillgdng till andra foretags data som finns hos plattformen. Inter-
netplattformen kommer siledes ensam att kunna kombinera data frin
olika deltagande foretags verksamhet. Alternativet, att varje féretag skulle
kunna fa tillging till alla pa plattformen deltagande foretags data, vore
emellertid mycket lingtgiende och kanske riskera hela plattformens af-
farsverksamhet.”!

Som komplement till sektorspecifika regler om tvingande delning,
har EU-kommissionen férsoke att pé olika sitt undanréja praktiska hin-
der mot frivillig avtalsbaserad spridning av data. I férordningen om det
fria flddet av andra data @n personuppgifter, finns ett forbud mot att
EU-medlemsstater uppstiller krav pa (nationell) datalokalisering (EU-
linder méste godta datalagring i andra medlemsstater) och en skyldig-
het f6r marknadsaktorer att infora uppforandekoder som underlittar
dataportering vid uppsigning av avtal.* Senast 29 november 2022 ska

31 L. Cabral, et al, The EU Digital Market — A Report from a Panel of Economic Experts
s. 22, The European Commission science and knowledge service, 2021, tillginglig pa
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3783436.

32 ”Fgr att dra nytta av den konkurrensutsatta miljon fullt ut bor professionella anvindare
kunna gora vilinformerade val och pd ett enkelt sitt jimfora enskilda delar av olika erbju-
danden om databehandlingstjinster pd den inre marknaden, bland annat nir det giller
avtalsvillkoren for dataportering vid uppsigning av avtal. Den detaljerade informationen
och de operativa kraven for dataportering bor, i syfte att anpassa dem till marknadens
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Kommissionen utvirdera om nimnda uppforandekoder har etablerats
och genomforts effektivt, samt huruvida tjansteleverantérerna verkligen
tillhandahéller information som underlittar dataportering.

4 Artikel 102 Funktionsfordraget och
tvingande datadelning

Ett foretags vigran att dela data kan i det enskilda fallet utgéra miss-
bruk av en dominerande stillning, enligt artikel 102 Funktionsfordraget.
Vigran att dela data har bedémts som ett missbruk av en dominerande
stillning i det s kallade Magill-malet®®, som gillde tre tv-bolags vigran
att dela information om framtida tv-tablaer med en fristdende utgivare av
en tv-guide. Informationen behévdes f6r att Magill skulle kunna intro-
ducera en tv-guide som veckovis innehéll samtliga tre irlindska tv-bolags
program, vilket var en forbittring jaimfért med tv-bolagens egna guider
som bara innehdll respektive kanals program. EU-domstolen fann att det
var ett missbruk av en dominerande stillning att neka en ritt att anvinda
programtablaerna, nir Magill skulle lansera en ny produkt som det exis-
terade en efterfraga for.

En parallell situation skulle vara att ett féretag vill lansera en ny Al-
baserad tjdnst och behéver fa tillging till andra foretags unika realtids-
data. I ett sadant fall skulle utvecklaren av den Al-baserade tjinsten for-

innovationspotential och med beaktande av den erfarenhet och sakkunskap som finns
hos tjinsteleverantorer och professionella anvindare av databehandlingstjinster, faststil-
las av marknadsaktdrerna genom sjilvreglering i form av uppférandekoder pa unionsniva
som skulle kunna inbegripa standardavtalsvillkor, vilket bor uppmuntras, underlittas och
overvakas av kommissionen.” Preambel 30 i Férordning (EU) 2018/1807.

"For att uppnd dndamdlsenlighet och underlitta byte av tjinsteleverantér och data-
portering bor uppforandekoderna vara heltickande och inbegripa dtminstone de huvud-
aspekter som ir viktiga under dataporteringsprocessen, sisom de processer som anvinds
for, och platsen fér, backup av data, tillgingliga dataformat och support, erforderlig it-
konfiguration och minsta nitverksbandbredd, den tid som krivs innan porteringsproces-
sen inleds och den tid under vilken data kommer att forbli tillgingliga for portering samt
garantier for tillgdng till data om tjinsteleverantdren gir i konkurs. Uppférandekoderna
bor dven klargdra att inldsning till en leverantdr inte dr en godtagbar affirspraxis samt
foreskriva tillitsfrimjande teknik, och de bér uppdateras regelbundet for att hélla jimna
steg med den tekniska utvecklingen.” Preambel 31 i Forordning (EU) 2018/1807.

33 Forenade malen C-241/91 och C-242/91, RTE och ITP mot Kommission, [1995]
ECR 1I-743 = ECLI:EU:C:1995:98.
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modligen, i likhet med Magill, behva visa att informationen inte kunde
erhallas pa annat sitt.¥ Det behdver formodligen ocksa géras troligt att
tjdnsten dr efterfrigad och inte skulle kunna tillhandahallas utan tredje
mans hemlighallna data, dvs. att det dr omojligt for tjansteutvecklaren
att sjilv samla in data eller att erhdlla den fran annat hill. Man kan i det
sammanhanget fraga sig om det har nagon betydelse att det brukar vara
svirbedomt om data tekniskt sett kommer att mojliggora en ny tjanst. I
Magill-milet var det tydligt att en tv-guide kunde produceras om bara
programinformationen erhélls; osikerheten ér flerfalt storre vid industri-
ell data och det blir i motsvarande man mer tveksamt att framtvinga data-
delning for vad som kanske ir utomstiendes ganska spekulativa forsok
att utveckla tjinsteinnovationer.

Vidare finns Microsoft-milet,?” som gillde en skyldighet for foretaget
att dela den information som konkurrenter behévde for att kunna till-
verka serveroperativsystem kompatibla med Microsofts Windows. Kra-
vet i Magill-milet pa att en ny produkt skulle tas fram av konkurrenten
for att leveransvigran skulle vara missbruk, vidareutvecklades i malet.’
Tribunalen/Férstainstansritten fann att regeln om att leveransvigran ska
vara ett hinder mot en ny produkt — nyproduktkriteriet — knappast gil-
ler ndr foretaget har en mycket stark stillning, en super-dominans. Vid
sarskilt stark marknadsmakt kan man ta hinsyn dll att det i ett lingre
perspektiv dr sannolike att nya produkter frin tredje min hindras om inte
nddvindig interoperabilitetsdata delas. Det finns emellertid dnnu ingen
ytterligare europeisk rittspraxis som bekriftar att det inte ska krivas en
avsike att ta fram en ny produkt.’” Frigan ir kanske inte avgdrande vid
utveckling av Al-tjanster. Det dr férmodligen sa att den som forsoker

3% J. Drexl, Connected devices — An unfair competition law approach to data access rights
of users, DOI:10.5771/9783748924999-477, publicerad i boken Data Access, Consumer
Interests and Public Welfare, s. 477 (5006), och tillginglig pa https://www.researchgate.net/
publication/350522751_Connected_devices_-_An_unfair_competition_law_approach_
to_data_access_rights_of_users.

3 'T-201/04 Microsoft [2007] ECR I1-3601 = ECLI:EU:T:2007:289, stycke 334.

% Se nirmare i B. Miihiniemi, Competition Law and Big Data — Imposing Access to
Information in Digital Markets s. 184 (2020).

37 J. Drexl, Connected devices — An unfair competition law approach to data access rights
of users, DOI:10.5771/9783748924999-477, publicerad i boken Data Access, Consu-
mer Interests and Public Welfare, s. 510, och tillginglig pa https://www.researchgate.net/
publication/350522751_Connected_devices_-_An_unfair_competition_law_approach_
to_data_access_rights_of_users.
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framtvinga datadelning for att ta fram en Al-tjinst avser att lansera nagot
som inte redan finns pd marknaden; nyproduktkriteriet 4r uppfyllt.

Sammanfattningsvis finns vissa, men mycket begrinsade majligheter,
att kriva datadelning med st6d av artikel 102 FEUEF, for den som avser
att trina en Al-baserad algoritm med hjilp av annans data/foretagshem-
ligheter. Det ska vara omajligt att £ tillgéng till data pa annat sitt. Vidare
miste innovatéren gora sannolikt att det kommer att tas fram en efterfra-
gad och ny tjinst. Missbruk av dominerande stillning genom en vigran
att dela data kan forekomma inom alla branscher, men kriterierna ir s
hogt stillda att formodligen mycket fi potentiella innovatorer inom Al-
tjanster kan rikna med det. Det 4r en utdragen och osiker process som
behéver inledas i en situation dér snabbhet 4r avgorande. Méjligheten
finns bara vid klara méjligheter till visentlig teknisk utveckling som av
ndgon anledning hindras av en dominant ak¢r.%®

5  Slutsatser

Allt pekar mot en framtid dér industriell data vixer i betydelse, eftersom
den har potential att optimera ordkneliga processer i stora delar av sam-
hillet. EU har slagit in pa vigen att inte skapa en ny immaterialritt for
sidana data, utan att anvinda reglerna for foretagshemligheter. Fokus
har skiftat mot att fram f6r allt underldtta, men att i exceptionella fall
framtvinga, datadelning. Det senare sker genom fall av sektorspecifik lag-
stiftning kompletterat av artikeln 102 Funktionsfordraget (dominerande
foretag hindrar att en ny visentlig produke eller tjinst kan introduceras).

Det 4r rimligt att en méjlighet till tvingande datadelning undantagsvis
star till forfogande, men sidana drastiska ingripanden maste anvindas
med stor forsiktighet.”” Vid en frivillig licensiering av industriell data
vet man att virdet av licenstagarens nyttjande overstiger virdet som en
exklusiv rdtt till samma data hade haft f6r licensgivaren. Vid licensiering
har genomf6rts en jimférelse mellan parternas framtida anvindnings-
mojligheter. Efter en framtvingad datadelning finns ingen sidan sikerhet
om att virdet okar. Samtidigt 4r det klart att transaktionskostnaderna

38 D. Eklsf, Upphovsritt i konkurrens s. 432 (2005).

3" J. Drexl, Connected devices — An unfair competition law approach to data access
rights of users, DOI:10.5771/9783748924999-477, publicerad i boken Data Access,
Consumer Interests and Public Welfare, s. 480, och tillginglig pa https://www.research-
gate.net/publication/350522751_Connected_devices_-_An_unfair_competition_law_
approach_to_data_access_rights_of_users.
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vid industriell data dr betydande och man kan saledes inte utesluta att
framtvingad datadelning leder till nya tjinster som ger en sambhillelig
virdedkning, jaimfort med foretags helt exklusiva position i friga om
egeninsamlad data. I sirskilda fall kan det saledes vara motiverat att lag-
stiftaren eller domstolen finner att licenstagarens nyttjande 4r mer virt in
innehavarens exklusiva tillgéing.

Ertt sirskilt skil till aterhallsamhet med tvingande datadelning 4r omra-
dets tekniska komplexitet, snabbt vixande datatillging och affirsmodeller
som ir i konstant utveckling.®* Det ir en pataglig risk att eventuell lag-
stiftad eller domstolsbeslutad tvingande datadelning blir olimplig eller
atminstone snabbt foraldrad (om den var riktig vid bedomningségon-
blicket). Ytterligare skil till dterhallsamhet med tvingande delning, ir att
information fran ett annat foretags sensorer i sig sillan ir tillrickligt; det
krivs kontextuell information om hur data har insamlats, under vilken
tidsperiod, m.m. En tillforlitlig och fungerande Al-tjanst maste ha kva-
litativ och anvindbar data. Normalt forutsitter detta frivillighet mellan
parterna. En innehavare som inte frivilligt delar data kommer att vara en
tveksam dataleverantdr och regler om datakvalitet 4r svéra att hantera vid
tvingande datadelning. Man har frsoke att 16sa detta i artikel 6(i) DMA
genom att stipulera effektiv, hogkvalitativ, kontinuerlig tillgng i real-
tid” betriffande data som ett foretags verksamhet pé plattformen genere-
rar. Men det 4r osdkert i vilken grad som kvalificeringen "hégkvalitativ”
data verkligen ger mottagaren den kontext och kvalitet som behévs. Det
sagda indikerar en svirighet med DMA-f6rslagets tvingande datadelning
for stora internetplattformar.

Sammanfattningsvis 4r det mycket som krivs innan tvingande data-
delning framstir som ett alternativ. Ett tydligt och bestiende marknads-
misslyckande ska vara f6r handen, alltsd att virdehdjande avtal kring data
under en lingre tid har visat sig vara omdgjliga. Med det sagt, anser jag
att den europeiska utvecklingen kring industriell data hitintills forefaller
att vara pd ritt spar. Man forlitar sig pa skyddet for foretagshemligheter
och méjligheterna till frivilliga avtal, men undantagsvis ges efterfoljande
datainnovatorer en hjilpande hand. Det kan vara betaltjanstutvecklare,
innovatorer som vill anvinda elnitsdata eller kanske skapare av nya
hemsidor som p4 ett innovativt sitt sorterar veckans kommande medie-

401, Drexl, Designing Competitive Markets for Industrial Data s. 9, Max Planck Insti-
tute for Innovation and Competition Research Paper No. 16-13, tillgingligt pa heeps://
ssrn.com/abstract=2862975.
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innehall. En férsta innovatdr brister ibland nir det giller formagan att
inse och viljan att ta till vara, tekniska vidareutvecklingar.*! Tredje man
som ser mojligheter kan i ett sadant ldge ha svért att kliva fram och fa till
stand de avtal om data som behévs. I en alltmer digital ekonomi med po-
tentiellt manga, men svérforutsebara och immaterialriteslige oskyddade
nya Al-baserade tjinster, kan problemet med tillging till data som inte dr
personuppgifter, bli ett mirkbart utvecklingshinder, sirskilt i tidiga faser
av nyttiggorandet, d potentialen hos industriell data utforskas.

4 Empiriska exempel finns i R. P Merges, R. R. Nelson, On the Complex Economics of
Patent Scope, 90 Columbia Law Review s. 839.
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Lagbundenhetskravet vid automatiserat
beslutsfattande i myndighets-
verksamhet enligt finsk ritt

1  Inledning

Lagbundenhetsprincipen betyder for myndighetsverksamheten att all ut-
ovning av offentlig makt ska bygga pé lag och att lag ska noggrant iakttas
i all offentlig verksamhet. Lagbundenhetsprincipen, som vanligtvis antar
den frin tysk ritt bekanta principen om rittsstatlighet, Rechisstaatlich-
keit, utgor en grundpelare for all myndighetsverksamhet bade i Finland
och Sverige och i en mingd andra linder inom och utom Europa. I Fin-
land ingdr utgingspunkten for lagbundenhetsprincipen i grundlagens
2§ 3 mom. och i Sverige i regeringsformens 1 § 3 mom., men dirtill
finns andra bestimmelser i bigge lindernas grundlagar som hor ihop
med lagbundenhetsprincipen och rittsstatligheten.

Aven om den lagstiftning som giller myndighetsverksamhet i princip
ir teknologineutral, 4r denna lagstiftning pa det stora hela stiftad utifrin
forestillningen om att myndigheternas beslut fattas av fysiska tjinste-
innehavare. Kravet pi lagbundenhet vid myndighetsutévningen har dir-
med frimst gillt offentlig beslutsverksamhet genom enskilda tjinstemin
och genom kollegiala organ mot bakgrunden av en princip om tjinste-
mannafdrvaltning. Det finns dirtill exempel pa lagstiftning som for be-
slutsverksamhetens del ger uttryckligen for handen att besluten ska fattas
av fysiska tjansteinnehavare eller fortroendevalda, sisom den finska kom-
munallagens (410/2015) 91 § 1 mom., forsta satsen.! Den svenska kom-

! ”Fullmiktige kan i forvaltningsstadgan delegera beslutanderitt till kommunens évriga

organ samt till fortroendevalda och tjinsteinnehavare.”
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munallagens (2017:725) delegeringsbestimmelser ir likartade betrif-
fande forutsittningen om att delegera beslutsmake till nimnder, direk-
tioner och tjansteinnehavare, dvs. till fysiska kommunala beslutsfattare,
dven om den svenska forvaltningslagen (2017:900) innehaller i 28 § en
tillitande bestimmelse om anvindning av automatiserat beslutsfattande.
Nigon sidan grundliggande bestimmelse som skulle motsvara 28 § finns
inte — dtminstone dnnu — i finsk lagstiftning.

I takt med okad automatisering av beslutsfattandet vid myndigheter
har man bérjat friga sig efter lagstdd for algoritmiskt beslutsfattande,
dvs. vid beslutsfattande som 4r automatiserat och sker utan att nigon
fysisk tjinsteinnehavare eller ndgot organ med fysiska personer deltar i
beslutsfattandet. Hirvid finns givetvis ingen orsak att tinka sig att den
statsrittsliga lagbundenhetsprincipen inte skulle gilla fér automatiserat
beslutsfattande, dvs. att ett offentligt samfund kunde asidositta lagbun-
denhetsprincipen genom att 6verflytta beslutsfattandet frain minskliga
beslutsfattare till en algoritmbaserad beslutsfattare. Frigorna som instil-
ler sig 4r hur lagbundenhetsprincipen ska gilla f6r automatiserat besluts-
fattande och hur det automatiserade beslutsfattandet ska regleras for att
tillfredsstilla de krav som lagbundenhetsprincipen uppstiller? Automati-
serat beslutsfattande ska givetvis dga rum inom ramen for det konstitu-
tionella kravet pa lagbundenhet, men pi vilket sitt ska lagbundenhets-
principen konkretiseras i sadant beslutsfattande som ir algoritmbaserat?

Lagbundenhetsprincipens och rittsstatlighetens betydelse inom for-
valtningsritten 4r ett tema som behandlats i manga sammanhang. Enligt
Alexander Pezcenik forutsitter rittsstaten i sin ideala typ "att den of-
fentliga makten utévas inom en rittslig ram” som gor maktutdvningen
forutsebar med stdd av rittsregler.? Enligt Pezcenik forutsitter rittsstaten
att dven maktutdvningens innehall regleras av rittsnormerna, vilket be-
tyder att “medborgarna méste kunna veta allt visentligt om Aur mak-
ten kommer att utdvas, inte endast vem som kommer att gora det”.’
Dirmed blir maktutdvningen inte godtycklig. En firsk sammanfattning
av rittsstatlighet ingar i Ida Asplunds doktorsavhandling ar 2021, dir
legaliteten inom forvaltningen anses bestd av tre olika dimensioner hos
ritesstatlighet, nimligen formell rittsstatlighet, processuell rittsstatlig-

2 Alexander Pezcenik, Vad dr ritt? Om demokrati, riittssikerhet, etik och juridisk argumen-
tation. Stockholm: Norstedts Juridik, 1995, s. 50.
3 Ibidem.
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het och materiell rittsstatlighet.* Med formell ritesstatlighet kan avses
att beslutsfattandet grundar sig pa lag, med processuell rittsstatlighet att
olika i lagstiftning etablerade forfarandemaissiga sikringsatgirder kring-
girdar beslutsfattandet vid myndigheter och med materiell ritsstatlig-
het att de innehallsmissiga forutsittningarna for forvaltningsbeslutet ir
fastslagna i lagstiftningen. Avsikten med denna artikel 4r inte att granska
svensk praxis kring automatiserat beslutsfattande, utan att analysera finsk
praxis frin riksdagens grundlagsutskott, riksdagens justiticombudsman
och statsradets justitiekansler med avseende pa automatiserat beslutsfat-
tande och de krav som stills pa detta utifrin den finska rittsordningen
genom att forsoka placera de juridiska uttalandena i ovannimnd praxis
i de tre kategorierna av rittsstatlighet; formell, processuell och materiell
rittsstatlighet.

2 Lagovervakares observationer
om lagbundenhetsprincipen

Bitridande justiticombudsmannen Maija Sakslin granskade tva av Skatte-
forvaltningens automatiserade forfaranden i anslutning till skatter vars
deklarationer ir sjilvinitierade av den skattskyldige.’ I det fall atc Skatte-
forvaltningen emottar en felaktig eller logiskt sett bristfillig deklaration,
oversinder det automatiserade forfarandet en uppmaning eller ett brev
med utredningsbegiran. I ett drende fanns en motstridighet betriffande
den skattskyldiges skatteslag som inte avldgsnades till f6ljd av olika auto-
matiskt skickade begiranden om utredning. Denna motstridighet ledde
till ett beskattningsbeslut som fattades genom automatiserat férfarande
och som inbegrep en skattehdjning om 20 procent jimte drdjsmals-
pafoljd. Den skattskyldige pafordes en skatt som han redan betalat, ndgot
som i ett senare skede undanrdjdes till foljd av rittelseyrkande. I ett an-
nat drende hade Skatteférvaltningens automatiserade forfarande skickat

4 Ida Asplund, Den enskildes rittssikerhet i individnira tillsyn. Umed: Umed universitet,
2021, ss. 81, 102.

5 Avgorande av bitridande justiticombudsman Maija Sakslin, 20.11.2019,
EOAK/3379/2018: Skattefrvaltningens automatiserade beslutsforfarande uppfyller inte
grundlagens krav, https://www.oikeusasiamies.fi/r/fi/ ratkaisut/-/e0ar/3379/2018 (besokt
den 9 augusti 2021). Fér ett sammandrag pa svenska, se Riksdagens justiticombudsmans
berittelse &r 2019, ss. 351-352, https://www.riksdagen.fi/SV/vaski/JulkaisuMetatieto/
Documents/B_15+2020.pdf.
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till 11 000 primérproducenter brev med grundlésa uppmaningar i vilka
de skattskyldiga hotades med beskattning enligt provning och skattehdj-
ningar.® Enligt Skatteforvaltningens utredningar féranleddes de aktuella
skattskyldiga inga skattepafoljder av det felaktiga forfarandet.

Oavsett de foretagna korrigeringarna anséig bitridande justiticombuds-
mannen i det forsta fallet med meddelandet av Skatteforvaltningens all-
minna telefonnummer f6r upplysningar i beskattningsfragor, dér forfrag-
ningarna besvarades av personer som inte hade varit med om beslutspro-
cessen for de aktuella drendena, att det automatiserade beskattningsfor-
farandet skapar oklarhet och osikerhet om hur den skattskyldige kan fa
saklig och sakkunnig personlig service och radgivning och upplysningar
om grunderna for beslutsfattandet. Oavsett de uteblivna skattepaféljderna
ansdg bitridande JO i det andra drendet att den skattskyldiges rittsskydd
forefaller att dventyras om de utredningar som den skattskyldige limnat
med anledning av automatiserade uppmaningar om tilliggsutredningar
inte granskas pa ett sakligt sitt, med den konsekvensen att det bristande
forfarandet leder till ett automatiserat beskattningsbeslut med en skatte-
héjning om 20 procent jimte drojsmalspafoljd.

Bitridande JO konstaterade att beskattning utgér betydande utévning
av offentlig makt som inbegriper sjilvstindigt bruk av prévningsritt och
ritt att pa ett betydande sitt ingripa i individens rittigheter och skyldig-
heter. Hon fortsdtter med att konstatera att det i grundlagens 2 § stadgas
bland annat om principen om rittsstatlighet, dir 3 momentet férutsitter
att offentlig makt bor grunda sig pa lag och att lagen bor noggrant foljas

¢ Skatteforvaltningens anvindning av automatiserat beslutsfattande ir omfattande,
sasom framgér av Riksdagens justiticombudsmans berittelse ar 2019, s. 352: ”Skatte-
forvaltningens forfarande for péforande av skatt enligt uppskattning, som anvinds for
skatter som betalas pd eget initiativ, 4r automatiserat. Skatteforvaltningen sinder arligen
ut cirka 300 000 uppmaningsbrev med anledning av uteblivna anmilningar och medde-
lar drygt 112 000 skattebeslut baserade pa uppskattning via automatiserad handliggning.
I dessa fall har informationssystemet hanterat alla handliggnings- och beslutsfaser utan
att en fysisk person har varit in-blandad. I den automatiserade beskattningen baserad
pa uppskattning har Skatteforvaltningen ocksd pafort skatteforhdjningar pa 25 procent
av det uppskattade skattebeloppet. Likasa meddelas automatiserade beskattningsbeslut
baserade pa uppskattning i inkomstbeskattningen fér samfund, och skatteférhojningar
pa fem procent av det uppskattade skattebeloppert pafors. Aven skattekontroll och skatte-
uppbérd, forutom de fall som styrs till enskild behandling, sker automatiserat enligt
forinstillda systemkonfigurationer. En skattskyldigs skatteirende kan med andra ord
genomgd hela handliggningsprocessen med horande, beslut och uppbérd enligt ett auto-
matiserat forfarande, utan att en enda fysisk person har deltagit i handliggningen.”
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i all offentlig verksamhet. Hon konstaterar ocksé att grundlagens bestim-
melser om principen om f6rvaltningens lagbundenhet i kombination
med grundlagens bestimmelser om tjdnstemannaansvar ger uttryck for
principen om tjanstemannaforvaltning. Det centrala i hennes budskap
dr att de bestimmelser som finns i skattelagstiftningen om automation
avser sittet att utreda, inte sjilva beslutsfattandet: “Forfattningsgrunden
for Skatteférvaltningens automatiserade forvaltnings- och beslutsforfa-
rande uppfyller inte grundlagens krav.”” Det syns att skattelagstiftningen
saknade en i grundlagens 2 § 3 mom. avsedd grund for befogenheten att
fatta automatiserade beslut.

Aven om merparten av de bestimmelser i grundlagen och i vanlig lag
som bitridande JO:s avgorande hinvisade till gillde annat 4n lagbun-
denhetsprincipen, ir slutsatsen i bitridande JO:s avgorande nira forbun-
den med rittsstatligheten: eftersom Skattef6rvaltningens automatiserade
beskattnings- och beslutsforfarande inte baserar sig pa en saklig och
noggrann reglering i lag som skulle beakta det sakliga forverkligandet
av god forvaltning, rittsskydd och tjinsteansvar, anser hon att det auto-
matiserade beskattnings- och beslutsforfarandet ir lagstridigt. Det kan
vara mojligt att argumentera att hir antyds nagot om bade formell och
processuell lagbundenhet i och med att bitridande JO hinvisar, utover
grundlagens 2 § 3 mom., dven till grundlagens 21 § om ritten till god

7 Riksdagens justiticombudsmans berittelse 4r 2019, s. 351. Samma 4r avgjorde bitri-
dande JO Sakslin tvi ytterligare fall och fann dem lagstridiga, dock frimst med hinvis-
ning till principer om god férvaltning och bestimmelser i férvaltningslagen. I avgorandet
2216/2018 ansdg bitridande JO att i Skatteforvaltningens utredning eller utlitande till
den skattskyldige “gav man inte den viktiga informationen om att betalningsarrange-
manget behandlas i det automatiserade forfarandet om skatten inte dverstiger 10 000
euro. Enligt BJO var det hir en vikeig och vésentlig detalj nir drendet provades, men
man var tvungna att skilt friga efter informationen.” I avgorandet 2898/2018 ansig bi-
tridande JO Sakslin foljande: ”Av beslutet som fattats i det automatiserade forfarandet
framgick inte for den klagande pé vilket sitt man i beslutsfattandet beakrat de ritesprin-
ciper som ingdr i grunderna for god forvaltning och som styr férvaltningen och forvalt-
ningens beslutsfattande. Det framgick inte heller av beslutet om man i beslutsfattandet
overhuvudtaget provat de grunder och motiveringar som den klagande framstillt, enligt
vilka det enligt den klagande fanns ett motiverat skil i drendet att limna in anmilan pa ett
sitt som avviker fran Skattefdrvaltningens beslut. Av beslutet framgick inte heller varfor
de framstillda motiveringarna inte ansags tillrickliga. Av beslutet framgick siledes inte si
som forvaltningslagen forutsitter vilka omstindigheter och utredningar som inverkat pa
avgorandet och inte heller namnet pa och kontaktuppgifterna till den person som parten
vid behov kan kontakta for att fi mera information om beslutet.” Se Riksdagens justitie-
ombudsmans berittelse ar 2019, ss. 352—353.
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forvaltning och rittsskydd och till grundlagens 118 § om tjinsteinne-
havarnas straff- och skadestandsrittsliga ansvar. En central observation av
bitridande JO ir att automatiserat beslutsfattande har utvecklats inom
Skattefdrvaltningen utan att tillricklig utredning och bedémning av be-
hovet av att i lag stifta om forfarandet pd ett sidant sdtc som skulle ha
beaktat synpunkter som riksdagens grundlagsutskott framfért om sadana
frigor som var &ppna eller outredda. ”Skatteférvaltningens automatise-
rade forvaltnings- och beslutsférfarande maste regleras genom precisa
och exakta lagbestimmelser. Denna reglering borde bl.a. definiera hur
man viljer de drenden som ska skotas genom det automatiserade besluts-
forfarandet och hur offentligheten for forfarandets algoritmer tillgodoses.
For att algoritmerna ska omfattas av tillbérlig offentighet i en form som
gemene man forstar méste det definieras exakt och precist i lagen vad som
avses med en algoritm i ett automatiserat beslutsforfarande.”®

Statsrddets justitiekansler Tuomas Poysti gav ar 2021 ett avgorande
om Folkpensionsanstaltens (FPA) automatiserade beslutsfattande’ dir
han framfor liknande tankegangar. I ett avsnitt om den rittsliga grun-
den for automatiserat beslutsfattande konstaterar JK Poysti, att den idr
otillricklig. FPA har till uppgift att verkstilla lagstiftning inom omréidet
for socialskydd genom vilken det allménna férverkligar den rétt till so-
cialskydd som ingér i grundlagens 19 §. I de forvaltningsbeslut som fat-
tas i denna verksamhet bor FPA efterleva olika forfaranderegler om god
forvaltning och behandling av férvaltningsirenden och trygga kundernas
rittigheter. En del av dessa beslut fattas genom automatiserad behandling
av kundernas personuppgifter som hinfér dylik behandling till omridet
for allminna dataskyddsforordningens artikel 22. Det saknas emellertid
sadan ritslig grund for automatiserade beslut vid FPA som grundlagens
80 § och dataskyddsforordningens artikel 22(2) forutsitter.

Avsaknaden av tillrickligt entydig rittsgrund for automatiserat be-
slutsfattande 4r nigot som FPA medger i sin utredning till JK. Dirtill
efterlyser FPA sirlagstiftning om automatiserat beslutsfattande i tilligg
till allmin lagstiftning om automatiserat beslutsfattande. Enligt JK ir
det vid automatiserat beslutsfattande i sista hand friga om forverkligan-

8 Riksdagens justiticombudsmans berittelse ar 2019, ss. 351-352.

9 JK:is avgdrande 20.4.2021, OKV/131/70/2020, hreps://www.okv.fi/media/filer_
public/05/29/0529702c-beaf-4f9e-8111-377ebdd0a2ba/okv_131_70_2020.pdf (besskt
den 10 augusti 2021). For en svensksprakig sammanfattning, se https://www.okv.fi/sv/
meddelanden/563/justitiekansler-tuomas-poysti-det-finns-behov-att-foreskriva-om-fpas-
automatiserade-beslutsfattande-i-lag/ (besokt den 10 augusti 2021).
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det av de rittigheter som forvaltningens kunder har, men JK misstanker
inte att FPA skulle ha misslyckats med att trygga kundernas rittigheter
och rittsskydd. Det som JK konstaterar 4r att ldget 4r oreglerat inte en-
bart betriffande den allminna lagstiftning som giller f6r automatiserat
beslutsfattande,'® utan ocksd betriffande sidan speciallagstifining som
eventuellt behovs. JK framfor att fungerande och tillricklig lagstiftning
ar ett sdtt att forsikra forverkligandet av god férvaltning och kundernas
rittsskydd vid automatiserat beslutsfattande och de beslutssystem som
aktualiseras. Dirfor efterlyser JK en korrigering av det oreglerade ritts-
laget och foresldr att regleringsbehovet betriffande FPA:s automatiserade
beslutsfattande utreds pé ett helhetsmissigt sitt uttryckligen med tanke
pa sadan sirlagstiftning om automatiserat beslutsfattande som FPA:s
verksamhet féranleder.

I och med att det f6r FPA:s automatiserade beslutsfattande inte finns
nagon sadan ritslig grund som forutsitts i den allmidnna dataskyddsfor-
ordningen eller i grundlagen kan man mot bakgrunden av JK-avgérandet
konstatera att detta avgérande, utan att i nagon storre utstréckning in
nimna lagbundenhetsprincipen i grundlagens 2 § 3 mom. (férutom att
framhalla att bestimmelsen 4r knuten till grundlagens 118 § om tjinste-
ansvar, som kompletterar lagbundenhetsprincipen), hinsyftar till denna
grundlagsbestimmelse om lagbundenhet. Med andra ord, om den ritts-
liga grund som forutsitts av grundlagens 80 § och allminna dataskydds-
forordningens artikel 22 inte finns, uppkommer atminstone ett indirekt
problem betriffande lagbundenhetsprincipen. JK dr medveten om att
beredning av allmin lagstiftning om automatiserat beslutsfattande pa-
gar under 2021 vid justitieministeriet och han anser att sidan lagstift-
ning, efter att den godkints, kommer att 6sa vissa fragor som giller
automatiserat beslutsfattande. Det hir kan tolkas som en hinvisning till
processuell rittsstatlighet. JK dr emellertid inte vertygad om att allmin

10T avgdrandet av stillforetridaren for bitriidande justitiekanslern Petri Martikainen av
den 4 september 2019, OKV/868/1/2018, konstateras emellertid att automatisering av
beslutsfattandet inte berittigar till avsteg frin de krav som forvaltningslagen stiller. Enligt
forvaltningslagens 44 § 1 mom. angdende beslutets innehall bor av ett skriftligt beslut
tydligt framgd namn och kontaktuppgifter for den person av vilken en part vid behov
kan begira ytterligare uppgifter om beslutet. FPA:s beslut som delgivits klaganden upp-
fyllde inte dessa krav. Bestimmelsens syfte och de krav som god férvaltning och sirskilt
serviceprincipen stiller skulle bist uppfyllas av ett forfarande, dir det av beslutet framgér
namnet och kontaktuppgifterna pa den forménshandliggare som berett drendet och dir-
till kontaktuppgifter till forméansspecifika kundradgivare.
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lagstiftning ensam ricker till for att hantera de problem som ir forknip-
pade med automatisering av beslutsfattandet vid FPA. Dirfor foreslir
han att behovet av speciallagstiftning som giller FPA:s automatiserade
beslutsfattande utreds. I detta senare avseende forefaller JK tinka i termer
av materiell rittsstatlighet, dvs. att den materiella lagstiftning som FPA
tillimpar behéver forses med sirskilda bestimmelser om automatiserat
beslutsfattande. Det skulle i sin tur betyda att materiell lagstiftning bor
innehalla bemyndiganden om ibruktagande av automatiserat beslutsfat-
tande for sidana beslutskategorier dir dylike forfarande ar tinkbart och
dirtill kanske innehallsmissiga utgdngspunkter for automatiserat besluts-
fattande i forménslagstiftningen.

Det ir inte helt okomplicerat att placera de tva lagdvervakarnas ut-
talanden i de tre kategorierna av rittsstatlighet, men det syns att de upp-
visar nigot olika profiler: bitridande justiticombudsmannens uttalanden
linkar in pa formell och processuell rittsstatlighet, medan justitiekans-
lerns uttalanden linkar in pa processuell och materiell rittsstatlighet. Det
som ir gemensamt 4r att de har konstaterat lagstridigheter av olika slag
vid anvindningen av automatiserat beslutsfattande och att de efterlyser
lagstiftning om automatiserat beslutsfattande. Bada lagovervakarna ir
medvetna om grundlagsutskottets stillningstaganden med avseende pa
automatiserat beslutsfattande (se nedan), vilket betyder att lagovervakar-
nas avgoranden ir delvis parallella i forhallande till grundlagsutskottets
uttalanden i anslutning till lagstiftningsfrfarande. Avgérandena har sé-
ledes tillkommit i en aktiv fas av arbetet med att f6rsoka greppa den ju-
ridiska problematiken med automatiserat beslutsfattande, vilket betyder
att graden av angeldgenhet hos avgorandena ir hog.

3 Grundlagsutskottets observationer om
lagbundenhetsprincipen

3.1 Inledande steg om automatiserat beslutsfattande

Sasom framgitt av det ovan anforda si har den finska lagstiftaren och
sarskilt riksdagens grundlagsutskott som den auktoritativa uttolkaren
av grundlagens bestimmelser dryftat frigor i anslutning till automati-
serat beslutsfattande och ritesstatlighet. Ett tidigt utlitande av grund-
lagsutskottet utgérs av GrUU 51/2016 rd som avgavs med anledning
av regeringens proposition till riksdagen med forslag till lag om forsok
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med basinkomst och lag om temporir dndring av 92 § i inkomstskatte-
lagen och 17 § i lagen om férskottsuppbord. Grundlagsutskottet fiste
med anledning av kravet pa bestimmelser i lag dven uppmirksamhet vid
urvalsforfarandet och dess transparens. Enligt 5 § 1 mom. i det forsta
lagforslaget tar Folkpensionsanstalten genom ett slumpmissigt urval ut
2 000 personer till vilka det betalas basinkomst, nagot som i sig for-
anledde utskottet att framf6éra anmirkningar och 4ndringsférslag mot
bakgrunden av grundlagens 6 § om likstilldhet och icke-diskriminering.
"Utskottet anser att forsoksgruppen inte kan viljas ut enbart med hjilp
av en programkod, utan bade kravet pd bestimmelser i lag och kraven
pa att de ska vara exakta och noga avgrinsade forutsitter bestimmelser
i lag om grunderna for urvalet, t.ex. enligt krav som motsvarar karakti-
riseringarna i motiven till lagstiftningsordning. Bestimmelserna miste
kompletteras till denna del.”

Dirtill framforde grundlagsutskottet att lagen bor dven innehélla ut-
tryckliga bestimmelser om offentliggorandet av programkoden och dess
offentlighet. Ingen hinvisning till grundlagens 2 § 3 mom. ingir i utli-
tandet, sd man far anta utskottet med kravet pa bestimmelser i lag avser
det lagf6rbehill som ingér i grundlagens 6 § 2 mom. om icke-diskrimi-
nering. En sidan hinvisning kan emellertid dtminstone indirekt forverk-
liga rittsstatsprincipen, kanske frimst i den processuella meningen. So-
cial- och hilsovéirdsutskottet inforde det av grundlagsutskottet foreslagna
innehallet i sitt betinkande och riksdagen antog lagen om férsok med
basinkomst (1528/2016) 5 § 1 mom. med bl.a. foljande innehall: "Det
slumpmissiga urvalet gors pé si sitt att var och en som hér till mélgrup-
pen har lika méjlighet att bli vald till férsoksgruppen. Folkpensionsan-
stalten ska innan forsoket inleds publicera den programkod som ska an-
vindas for samplingen.” Det ir inte hir friga om egentliga férvaltnings-
beslut som avgor enskild tillkommande fordel, rittighet eller skyldighet,
dvs. vad individen kommer att fi i basinkomst, men sammanstillandet
av forsoksgruppen genom algoritmiskt férfarande kan 4nda anses vara ett
automatiserat beslut.

3.2 Tilltagande konstitutionella krav

Automatiserade beslut vid myndigheter och sddana privata forsikrings-
bolag som handhar lagstadgade forsikringar var féremaél for regeringens
proposition RP 52/2018 rd med forslag till indring av socialtrygghets-
och forsikringslagstiftningen med anledning av EU:s allminna data-
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skyddsforordning. Enligt utlitandet GrUU 78/2018 rd skulle det f6-
reslagna beslutsfattandet fi bygga pa automatisk behandling ”bara om
det med beaktande av det behandlade drendets art och omfattning samt
kraven enligt denna lag och kraven pa god forvaltning ar mojligt att med-
dela ett automatiserat beslut”. Den foreslagna lagen skulle dock inte ange
detaljerat i vilka situationer eller inom vilka drendegrupper behandlingen
kan ske helt automatiskt, men pa den punkten ansig grundlagsutskottet
att regleringen maste preciseras: ”I regleringen om automatiserat besluts-
fattande méste det anges mer exake 4n i forslaget pa vilka grunder dren-
den kan avgoras genom automatiserat beslutsfattande.”

Detta uttalande gér i riktning mot materiell rittsstatlighet, men ut-
skottet forutsatte ocksd dndringar som understryker processuell ritts-
statlighet genom att understryka vikten av hérande av part och andra
principer som hér till god forvaltning enligt grundlagens 21 § och for-
valtningslagen. Aven av dessa orsaker beh6vde bestimmelserna om auto-
matiserat beslutsfattande preciseras. Utskottet hinvisar emellertid ocksa
till principen om att utévning av offentlig makt bér basera sig pé lag och
till grundlagens 2 § 3 mom. och &nskar sig preciseringar 4ven i detta
avseende, vilket betyder att den formella rittsstatligheten 4r dtminstone
pa nigot sitt med i bilden, forstirkt genom anmirkningar om tjinste-
ansvarets forverkligande enligt grundlagens 118 §. I detta sammanhang
upprepar grundlagsutskottet att grundlagens bestimmelser om forvale-
ningens lagbundenhetsprincip samt statens och tjansteminnens ansvar
ger uttryck for principen om tjanstemannaf6rvaltning. Grundlagsutskot-
tet uppmanade dessutom social- och hilsovardsutskottet att noga granska
hur de foreslagna kriterierna och algoritmerna i de automatiserade meto-
der som eventuellt tillimpar dem forhéller sig till lagen om offentlighet i
myndigheternas verksamhet, och vid behov precisera regleringen. Detta
lagforslag, for vilket grundlagsutskottet forutsatte en mingd andringar
for att vanlig lagstiftningsordning kunde anvindas, f6rfoll emellertid pa
grund av regeringen Sipilis avging. Av den orsaken 4r det oméjligt att
faststilla hur en slutgiltig lagstiftning om socialtrygghets- och forsik-
ringslagstiftningen skulle ha paverkats av grundlagsutskottets anmirk-
ningar betriffande automatiserade beslut.

Diremot hann riksdagen slutbehandla regeringens proposition RP
298/2018 rd med férslag till patientforsikringslag och till vissa lagar som
har samband med den. Synpunkterna om automatiserat individuellt be-
slutsfattande som framstills 4r likartade som i ovannimnda utlitande,
vilket forklaras av att behandlingen av de tvd propositionerna dgde rum
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parallellt. Det dr darfor ocksd majligt att fa fram utfallet av grundlagsut-
skottets tolkningar kring automatiserat beslutsfattande.

Grundlagsutskottet hinvisar till sitt utlitande GrUU 62/2018 rd om
behandling av personuppgifter i migrationsférvaltningen (se nedan) och
upprepar en del synpunkter frin det utlitandet betriffande principerna
for god forvaltning enligt grundlagens 21 § och bestimmelserna i grund-
lagens 118 § om tjinsteansvar. Det forsta lagforslaget anger emellertid
inte detaljerat i vilka situationer eller inom vilka drendegrupper behand-
lingen kan ske helt automatiske, vilket grundlagsutskottet anser att leder
till preciseringsbehov betriffande regleringen: "Det maste anges exaktare
pa vilka grunder drenden kan avgdras genom automatiserat beslutsfat-
tande.” Hir aterknyts tematiken till materiell rittsstatlighet.

De vanliga konstaterandena om att avsikten med forslaget inte 4r att
avvika fran forvaltningslagens bestimmelser om till exempel horande av
part och andra i grundlagens 21 § 2 mom. tryggade principer om god for-
valtning upprepas, men utskottet anser att forslaget bor preciseras i detta
avseende pd ett sitt som aterknyter till den processuella rittsstatligheten.
Grundlagens 21 § och kravet i grundlagens 2 § 3 mom. om att offentlig
maktut6vning ska grunda sig pa lag aterknyts igen till observationen att
kraven pd god forvaltning eller parternas rittstrygghet inte far dventy-
ras ens i masshantering, vilka dimensioner bér enligt utskottet preciseras
for att det forsta lagforslaget ska kunna behandlas i vanlig lagstiftnings-
ordning. Dirtill knyts forvaltningens lagbundenhet enligt grundlagens
2 § 3 mom. vid automatiserat beslutsfattande igen till tjansteansvarets
forverkligande, och utskottet konstaterar att grundlagens bestimmelser
om forvaltningens lagbundenhetsprincip samt statens och tjinstemin-
nens ansvar ger uttryck for principen om tjinstemannaférvaltning. Detta
foranleder preciseringskrav i férhéllande till det beredande fackutskottet,
och bland annat férutsitts formuleringar om att drendena behandlas i
enlighet med de allminna férvaltningslagarna och att de som behandlar
drendena handlar under tjinsteansvar.

Avslutningsvis upprepar grundlagsutskottet sina tidigare asikter om att
lagen bér innehilla bestimmelser om offentliggérandet av programko-
den och dess offentlighet och att det beredande fackutskottet bér utreda
hur de féreslagna kriterierna och algoritmerna i de automatiserade me-
toder som eventuellt tillimpar dem forhaller sig till lagen om offentlig-
het i myndigheternas verksamhet med tanke pa eventuella preciseringar
i regleringen. Samtidigt upprepar grundlagsutskottet sina uppmaningar
till statsradet att lata gora “en utredning for att undersoka hur regleringen
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av automatiserat forvaltningsforfarande och beslutsfattande uppfyller de
krav som foljer av férvaltningens lagbundenhet, offentlighetsprincipen
och rittsprinciperna for férvaltningen, som ligger till grund f6r en god
forvaltning, samt hur ritestryggheten tillgodoses och tjdnstemannens an-
svar forverkligas”. Med andra ord, grundlagsutskottet efterlyser en prin-
cipiell och helhetsmissig syn pa regleringen av automatiserat beslutsfat-
tande som férhindrar att det uppstar varierande och situationsbunden
reglering av automatiserat beslutsfattande som fir olika utfall beroende
pa regleringsomridet.

Enligt utredning som social- och hilsovéirdsutskottet noterade i sitt
utlaitande ShUB 38/2018 rd “fattar Patientforsikringscentralen for nir-
varande inga automatiserade beslut. Syftet med bestimmelsen ir att ge
centralen mojlighet att fatta automatiserade beslut i framtiden. De auto-
matiserade besluten kommer att gilla skadelidandes ersittningsansprak
som ir positiva och direkt bygger pé en faktura eller ett meddelande som
visats upp.” Med hinvisning till grundlagsutskottets utlitande konsta-
terar social- och hilsovardsutskottet att det vid tidpunkten for behand-
lingen av lagforslaget inte var "dndamélsenligt att ta in en bestimmelse
om automatiserade beslut i patientf6rsikringslagen”, nir behandlingen
av proposition RP 52/2018 rd om #4ndring av socialtrygghets- och forsik-
ringslagstiftningen med anledning av EU:s allminna dataskyddsférord-
ning fortfarande pégick i riksdagen (bara for att forfalla p.g.a. regeringens
avging), men det inverkade inte pa behandlingen av propositionen om
patientforsikringslagen (948/2019), som godkindes utan bestimmelse
om automatiserat beslutsfattande. Social- och hilsovirdsutskottet ansig
att noggrann beredning krévs for att precisera bestimmelsen, en bestim-
melse som man alltsd ansdg att inte omedelbart behovs, varpd social- och
hilsovardsutskottet foreslog att bestimmelsen inte tas in i den féreslagna
lagen. Grundlagsutskottets synpunkter foranledde social- och hilsovards-
utskottet saledes att foresld att den i propositionen férekommande be-
stimmelsen om automatiserat beslutsfattande ska utga.

3.3  Skarpa stillningstaganden om automatiserade beslut
inom migrationsférvaltningen

Automatiserat individuellt beslutsfattande i forvaltningsirenden provades

ingdende i grundlagsutskottets utlitande GrUU 62/2018 rd till forvalt-

ningsutskottet med anledning av regeringens proposition RP 224/2018

rd till riksdagen med forslag till lag om behandling av personuppgifter i
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migrationsforvaltningen och till vissa lagar som har samband med den.
Lagférslaget inneholl en bestimmelse om att beslut som Migrationsver-
ket fattar i drendehanteringssystemet for utlinningsirenden kan fattas
genom ett forfarande som endast grundar sig pa automatiserad behand-
ling, om inte annat foranleds av drendets art eller omfattning, kravet pa
lika bemotande, barnets bésta eller andra sirskilda skil. Den registrerade
skulle ha ritt att fa en redogérelse for ett individuellt beslut nir beslutet
i hans eller hennes sak har fattats genom helautomatisk behandling, dvs.
utan att en fysisk person behandlar drendet, men lagforslaget angav inte
detaljerat i vilka situationer eller inom vilka drendegrupper behandlingen
kan ske helt automatiske.

Grundlagsutskottet hinvisade till lagbundenhetsprincipen i grund-
lagens 2 § 3 mom., principerna om god forvaltning, sirskilt ritten att bli
hérd i grundlagens 21 § 2 mom. och till grundlagens 118 § om tjinste-
ansvar och onskade preciseringar sirskilt med avseende pa ritten att bli
hord. ”Utskottet har med hinsyn till 21 § och kravet pa att offentlig make-
utdvning ska grunda sig pa lag noterat att man inte ens i en masshantering
far aventyra kraven pa god forvaltning eller parternas rittstrygghet (...).
Forvaltningsutskottet bor dirfor fista sirskilt avseende dven vid ritts-
trygghetsaspekten.” Av denna orsak ansig grundlagsutskottet att precise-
ringar av bestimmelserna i 20 § i lagforslaget dr en forutsitening for ate
det forsta lagforslaget ska kunna behandlas i vanlig lagstiftningsordning.
Utskottet hinvisade till 2 § 3 mom. i grundlagen, enligt vilken all utov-
ning av offentlig makt ska bygga pé lag och i all offentlig verksamhet ska
lag noggrant iakttas och ansag, i kombination med grundlagens 118 § om
tjdnsteansvar och i linje med tidigare praxis, att grundlagens bestimmel-
ser om forvaltningens lagbundenhetsprincip och om statens och tjdnste-
minnens ansvar ger uttryck for principen om tjanstemannaf6rvaltning.
Dirtill hinvisade utskottet till sin tolkningspraxis, dir det ansett "att det
for att kraven pa rittssikerhet och god forvaltning ska anses vara uppfyllda
bland annat forutsitts att drendena behandlas i enlighet med de allminna
forvaltningslagarna och att de som behandlar drendena handlar under
jansteansvar’. Grundlagsutskottet forutsatte att bestimmelserna om au-
tomatiserade enskilda beslut preciseras for att lagforslaget skulle kunna
behandlas i vanlig lagstiftningsordning.

Efter att ha konstaterat att ett indirekt tjinstemannaansvar f6r de en-
skilda besluten ir otillrickligt om ansvaret kanaliseras genom de personer
som kommer att bestimma reglerna for handliggningen vid automati-
serat beslutsfattande och som har den faktiska ritc och kompetens att
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dndra en regel som lett till ett visst beslut, fick férvaltningsutskottet upp-
maningen att granska tjinsteansvarets inrikening och vid behov precisera
bestimmelsen. Forvaltningsutskottet fick ocksd uppmaningen att fista
uppmirksamhet vid programkodens och algoritmens offentlighet i linje
med grundlagsutskottets tidigare praxis.

Ett centralt budskap i utlitandet dr emellertid att automatiserat be-
slutsfattande forefaller inkludera ett flertal fragor som inte har reglerats i
de allminna lagarna for férvaltningen”. Denna observation leder till en
uppmaning till regeringen att utreda detta och till behov av en éversyn av
den allminna lagstiftningen pa omréidet. "I utredningen bér man under-
soka hur regleringen av automatiserat forvaltningsférfarande och besluts-
fattande uppfyller de krav som foljer av forvaltningens lagbundenhet,
offentlighetsprincipen och rittsprinciperna for férvaltningen, som ligger
till grund f6r en god forvaltning, samt hur rittstryggheten tillgodoses och
tjansteminnens ansvar forverkligas.”

Det verkar som om grundlagsutskottet i detta sammanhang tinke
framfor allt pa processuell och materiell rittsstatlighet. P4 grund av att
regeringen Sipild avgick forfoll behandlingen av lagforslaget, vilket ledde
till att den efterféljande regeringen Rinne/Marin avgav en ny proposi-
tion till migrationslagstiftning, regeringens proposition RP 18/2019 rd
med frslag till lag om behandling av personuppgifter i migrationsfor-
valtningen och till vissa lagar som har samband med den. Grundlagsut-
skottets utlitande GrUU 7/2019 rd med anledning av denna nya propo-
sition tog pa nytt stillning till automatiserat individuellt beslutsfattande.
Utskottet konstaterade att det inte i sig har ndgot att anmirka pi de mal
som efterstrdvas med automatisering av beslutsfattandet, men bedomer
det i skenet av principerna f6r god forvaltning enligt grundlagens 21 §
och bestimmelserna i grundlagens 118 § om tjinsteansvar. Bl.a. upprepar
utskottet sitt papekande att masshantering, med hinsyn till grundlagens
21 § och kravet pa att offentlig maktutévning ska grunda sig pa lag, inte
far dventyra kraven pa god forvaltning eller parternas rittssikerhet. Av
den orsaken anser utskottet att automatiserat beslutsfattande inte limpar
sig for saidant administrativt beslutsfattande som forutsitter att besluts-
fattaren utovar omfattande prévningsritt.

Grundlagsutskottet kritiserar den foreslagna regleringen for vaghet. 71
lagforslaget faststills inte vilka drenden som ska behandlas uttryckligen i
drendehanteringssystemet for utlinningsirenden. Det forblir ddrfér med
hinsyn till i propositionen foreslagna 21 § oklart vilka drenden det au-
tomatiska beslutsfattandet ver huvud taget kan gilla.” De exempel som
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nimns i motiveringen till propositionen innehéller vissa drendegrupper
(t.ex. beviljande av medborgarskap som avgors pa ansokan), men det
skulle i slutindan vara omstindigheterna i det enskilda fallet som avgér
om det gar att ta fram ett beslut i drendet helt pa automatisk vig, dock
inte drenden dir det forutsites helhetsbeddomning gillande till exempel
tillricklig forsorjning eller den risk som sokanden orsakar f6r allméin ord-
ning eller sikerhet. Sidana krivande helhetsbedémningar skulle alltid
avgoras av en fysisk person. Avgrinsningarna som skulle gilla féreslagna
21 § anges dock inte i forslaget till bestimmelsen, utan enbart i motive-
ringarna till bestimmelsen. Grundlagsutskottet kan i detta sammanhang
anses resonera i termer av materiell rittsstatlighet, da det forutsitter att
drendegrupper inom vilka automatiserat beslutsfattande kan anvindas
ska framga av substanslagstiftning.

Grundlagsutskottet kommer ocksa in pd omradet f6r processuell ritts-
statlighet nir det anser “att automatiserat beslutsfattande i det reglerings-
sammanhang som nu granskas ir mojligt endast nir ett yrkande som
inte giller en annan part godkidnns”, dvs. nir positiva beslut fattas. En
uppenbar onddighet att hora parten kan siledes inte liggas in som ett
kriterium som mojliggér anvindning av automatiserat beslutsfattande,
utan anvindningen av automatiserat beslutsfattande bor begrinsas till
beslutsfattande dir ett yrkande som inte rér en annan part godkinns.
Utskottet formulerar ocksa ett alternativ som gir ut pa en visentlig pre-
cisering av 21 § i lagforslaget sa att bestimmelsen anger de situationer
som hor till omradet for den senare satsen i 34 § 2 mom., 5 punkten,
i forvaltningslagen och dir beslutsfattandet inte forutsitter att myndig-
heterna utévar provningsritt. "En sddan precisering eller avgrinsning av
bestimmelserna om automatiska individuella beslut ir en férutsittning
for att lagforslag 1 ska kunna behandlas i vanlig lagstiftningsordning.”
Aven processuell rittsstatlighet var siledes ett centralt tema vid behand-
lingen av lagférslaget.

Den visensskillnad mellan minskligt beslutsfattande genom tjinste-
innehavare och automatiserat beslutsfattande som framkommer t.ex.
genom ovan anforda materiella rittsstatlighetstankar understryks av ate
grundlagsutskottet aterkommer till tjdnsteansvarets konkretisering vid
automatiserat beslutsfattande. Enligt forslagets 21 § 3 mom. skulle Mig-
rationsverkets Gverdirektdr svara for forfarandet vid automatiserat be-
slutsfattande och for automatiserade individuella beslut och forslaget var
till denna del uppenbarligen ett forsdk att ritta sig efter den kritik om
tjansteansvarets fordelning som utskottet framfort i det tidigare utlatan-

171



Markku Suksi

det. I detta sammanhang hinvisar utskottet till lagbundenhetsprincipen
i grundlagens 2 § 3 mom. enligt vilken all utévning av offentlig make
ska bygga pa lag och att lag ska noggrant iakttas i all offentlig verksam-
het. Denna allménna hinvisning inom omradet for formell rittsstatlighet
kombineras i utlaitandet med grundlagens 118 § om ansvar for ambets-
atgirder, som inbegriper bade straffritesligt och skadestandsrittsligt an-
svar, men ocksa med den straffritsliga legalitetsprincipen i grundlagens
8 § med sirskilt krav pa lagens exakthet, dvs. att brottsrekvisitet ska anges
tillrickligt exake s att det utifrin en bestimmelses ordalydelse gar att for-
utse om en viss atgird eller forsummelse 4r straffbar. ”Grundlagsutskottet
anser det vara klart att 6verféringen av beslutsfattandet till automatisk
behandling inte fir leda till att grundlagens bestimmelser om tjdnste-
ansvar forlorar sin betydelse. I det avseendet anser grundlagsutskottet att
propositionen ir problematisk.” Enligt utskottet ligger den féreslagna
bestimmelsen ansvaret "enbart pa dverdirektdren och stirker i strid med
118 § i grundlagen uppfattningen att andra personer 4n Gverdirektoren
inte kan ha tjinsteansvar”. Utskottet frigar sig emellertid ocksd “vilka
dmbetsitgirder Migrationsverkets overdirektor i sjilva verket ansvarar
for och vilka dmbetsatgirder han eller hon i praktiken kan stillas till
svars for”, nir besluten fattas automatiserat i datasystemet utan direkt
och omedelbar minsklig kontroll 6ver besluten. Riktandet av tjdnste-
ansvaret till 6verdirektoren, som ansvarar for den allminna ledningen av
dmbetsverket, “ter sig enligt grundlagsutskottet som ett imaginirt och
konstlat arrangemang”. I stillet anser utskottet att det automatiserade
beslutsforfarandet méste, av skil som beror pa grundlagens 118 §, vara
noggrant vervakat och juridiskt kontrollerbart, inklusive kopplingen till
tjansteminnens ansvar for imbetsatgirder, for att det forsta lagforslaget
ska kunna behandlas i vanlig lagstiftningsordning. P4 vilket sitt tjanste-
ansvaret i anslutning till automatiserat beslutsfattande ska ordnas i ljuset
av detta utlitande och det féregiende utlitandet GrUU 62/2018 forblir
emellertid oklart.

Grundlagsutskottet aterkommer ocksa till sina tidigare uppmaningar
om att allmin lagstiftning om anvindning av automatiserat beslutsfat-
tande borde beredas och stiftas. I beredningsarbetet "bér man underséka
hur regleringen av automatiserat forvaltningsférfarande och beslutsfat-
tande uppfyller de krav som féljer av foérvaltningens lagbundenhet, of-
fentlighetsprincipen och rittsprinciperna for forvaltningen, som ligger
till grund for en god férvaltning, samt hur ritestryggheten tillgodoses
och tjansteminnens ansvar forverkligas.” Hir framskymtar siledes bade
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den formella och den processuella rittsstatligheten. Samtidigt som beho-
vet av allmin lagstiftning framhalls innan sirbestimmelser inkluderas i
den materiella lagstiftningen s konstaterar utskottet att bestimmelserna
i dataskyddsférordningen som utarbetats med tanke pa skyddet for per-
sonuppgifter "inte utgdr en tillricklig grund f6r automatiserat beslutsfat-
tande med avseende pé principerna for god forvaltning och rittsskyddet
inom forvaltningen”.

Det som grundlagsutskottet foreslog mot bakgrunden av sin konstitu-
tionella bedomning var att den tydligaste l6sningen ir att den foreslagna
bestimmelsen i 21 § stryks ur lagforslaget. Om forvaltningsutskottet
emellertid vid utskottsbehandlingen skulle gi in for att dndra bestim-
melserna om automatiserade individuella beslut sa att de 6verensstim-
mer med grundlagen, ansig grundlagsutskottet att utkastet till betin-
kande om propositionen pa nytt ska foreliggas grundlagsutskottet for
behandling. Det hir framférdes som en forutsittning for att det forsta
lagforslaget ska kunna behandlas i vanlig lagstiftningsordning. Forvale-
ningsutskottet forordade i sitt betinkande FvUB 10/2020 rd, bl.a. med
hinvisning till grundlagsutskottets utlitande, att forslaget dill 21 § stryks
ur lagforslaget. Den av riksdagen godkinda lagen om behandling av
personuppgifter i migrationsforvaltningen (615/2020) stiftades foljake-
ligen utan den konstitutionellt problematiska bestimmelse som ingick i
propositionen som forslag till 21 § med bestimmelser om automatiserat
beslutsfattande. De skyddsmekanismer som regeringen foreslagit i sina
propositioner gillande enskilda lagar var uppenbarligen otillrickliga i ett
sidant samhilleligt sammanhang dir automatiserat beslutsfattande vid
myndigheter var stadd i 6kning.

Vid stiftandet av denna lagstiftning uppmanade grundlagsutskottet
statsridet att omsorgsfullt och med iakttagande av ett gott lagbered-
ningsforfarande utreda behoven att dndra den allminna lagstiftningen
om automatiserat beslutsfattande, och vid behov bereder en allmin lag-
stiftning om automatiserat beslutsfattande som eventuellt kan preciseras
genom speciallagar som beaktar respektive férvaltningsomrides sirdrag.
Hir ligger fokus uppenbarligen pa bade processuell och materiell ritts-
statlighet. Utskottet upprepade ocksa sina tidigare iakttagelser om sadana
algoritmers offentlighet som anvinds vid myndighetsverksamheten och
betonade att "ett korrekt offentliggérande av algoritmen i en form som
ar begriplig for enskilda forutsitter att lagen innehaller en exakt och av-
grinsad definition av vad som avses med automatiserat beslutsfattande
genom en algoritm”.
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3.4  Sammanfattande synpunkter om grundlagsprévningen

Uppfattningen om krav som grundlagen stiller pa automatiserat besluts-
fattande vid myndigheter i individuella fall bérjade formas i slutet av
2010-talet och uppvisar en 6kande nivé som framhaller olika dimensio-
ner av rittsstatlighet. Den formella rittsstatligheten ir stindigt nirva-
rande genom betoningen av att automatiserat beslutsfattande vid myn-
digheter bor regleras genom lag eftersom sidant beslutsfattande innebir
utovning av offentlig make pd det sitt som grundlagens 2 § 3 mom.
avser. Denna kategori av rittsstatligheten 4r emellertid inte sirskilt fram-
tridande i grundlagsutskottets tolkningspraxis.

Tyngdpunkten av argument med kopplingar till rittsstatligheten finns
inom omradet for processuell rittsstatlighet, dir grundlagens 21 § och
principerna om god férvaltning blir centrala, och ocksd inom omradet
for materiell rittsstatlighet, dir observationerna om foérbittringar i den
foreslagna lagstiftningens innehdll giller de innehéllsmissiga grunder
som lagbestimmelserna om automatiserat beslutsfattande bér uppvisa.'!
Rittsstatligheten i anslutning till automatiserat beslutsfattande forverkli-
gas dirmed framfor allt i ett processuellt och materiellt avseende.

Samtidigt ar det vildigt tydligt att grundlagsutskottet 6nskar sig ett
mera holistiske angreppssitt i férhillande till reglering av denna nya
teknik for beslutsfattande. Det ricker inte med att skriva in varierande
bestimmelser om automatiserat beslutsfattande i substanslagstiftning,
utan man far anse att utskottet forutsitter, att allmin forvaltningsritts-
lig lagstiftning om automatiserat beslutsfattande uppstar, sidan allmin
lagstiftning som tryggar god forvaltning, tjansteansvar och dppenhet vid
automatiserat beslutsfattande. Forst efter att sidan lagstiftning uppstitt
och nir parametrarna fér anvindning av automatiserat beslutsfattande
klarnat kan bestimmelser om ibruktagande av sidana beslutsférfaranden
inforas i substanslagstiftningen. Som en konsekvens av denna hallning
pagér i skrivande stund, hésten 2021, beredning av allmin lagstiftning
om automatiserat beslutsfattande och dndringar i offentlighetslagstift-
ningen vid justitieministeriet och beredning av lagstiftning om tjdnste-
mannaansvarets konkretisering i anslutning till automatiserat beslutsfat-
tande vid finansministeriet.

' Det hir verkar betyda att man nistan i varje forekommande fall av ibruktagande av
automatiserat beslutsfattande borde ocksd forankra det i den relevanta materiella lag-
stiftningen och didrmed anpassa det automatiserade beslutsfattandet till den materiella
beslutsmiljé dir besluten fattas.
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Grundlagsutskottets stringa tolkningar om de férutsittningar som
giller for lagbestimmelser om automatiserat beslutsfattande har i prak-
tiken stoppat sidana separata lagforslag som skulle innebdra dndringar i
substanslagstiftningen pa ett sidant sitt att méjligheten till automatiserat
beslutsfattande infors. Utvecklingen av lagstiftningen kring automatise-
rat beslutsfattande vintar siledes pd den allminna lagstiftning, tjdnste-
mannalagstiftning och offentlighetslagstiftning som grundlagsutskottet
forutsatt att uppstar innan man kan bérja forse substanslagstiftningen
med sirskilda bestimmelser om automatiserat beslutsfattande.

Eftersom grundlagsutskottet inte granskar varje lagforslag med av-
seende pa eventuella statsforfattningsritesliga komplikationer, kan det
emellertid hidnda att riksdagen lyckats stifta substanslagstiftning med be-
stimmelser om automatiserat beslutsfattande. Det har intriffat i &tmin-
stone ett fall, nimligen avseende regeringens proposition RP 153/2018
rd med f6rslag till lag om dndring av den temporira lagen om finansie-
ring av héllbart skogsbruk (34/2015), som ir i kraft till slutet av 2023.
Regeringen foreslog att lagen skulle fa en bestimmelse i en ny 31 a §
som mojliggor automatiserat beslutsfattande vid beviljande av st6d for ti-
dig vard av plantbestind, tidig vard av ungskog och vitaliseringsgodsling
samt vid beslut om det slutliga stodbeloppet. Jord- och skogsbruksut-
skottet foreslog en for denna artikels vidkommande ovisentlig precise-
ring av bestimmelsen, men bestimmelsen godkindes i det stora hela i
den form som regeringen freslagit och antar idag foljande utformning:

31 a S Automatiserade beslut

Med avvikelse frin 14 § 3 mom. i lagen om Finlands skogscentral (418/2011)
far beslut om beviljande av stéd for tidig vard av plantbestand, tidig vird av
ungskog och vitaliseringsgddsling och beslut om det slutliga stodbeloppet
fattas automatiskt. Med avvikelse frin vad som i 6 § 1 mom. i denna lag
foreskrivs om att det arbete som far stod ska vara indamalsenligt bide eko-
nomiskt och med tanke pa bevarandet av skogarnas biologiska mangfald, ska
dessa omstindigheter beaktas vid beviljandet av stod endast till den del som
uppgifter for att beddma dndamalsenligheten av det arbete som ska stodjas
finns tillgingliga elekeroniske vid det automatiserade beslutsfattandet.

Regeringen hade i sin proposition i viss min bedémt forslagets forhallande
till grundlagen och nimnt principen om god forvaltning i férhallande
till forvaltningslagens bestimmelser. Bestimmelsen om automatiserat be-
slutsfattande ir visserligen placerad i en riksdagslag, sa den formella ritts-
statlighetens minimikrav torde vara uppfyllda, och dirtill férekommer
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innehéllsmissiga aspekter (ekonomisk dndamalsenlighet, indamalsenlig-
het betriffande skogarnas biologiska mangfald) hos beslutsfattandet som
tillgodoser vissa behov inom ramen f6r den materiella ritesstatligheten.
Det ar emellertid uppenbart att den godkinda lagbestimmelsen saknar
alla de dimensioner av processuell rittsstatlighet som grundlagsutskot-
tet ansett vara centrala for tryggandet av grundlagsenligheten hos den
lagstiftning som giller automatiserat beslutsfattande. Dessutom syns det
pa basis av bestimmelsens andra sats att systemet for det automatiserade
beslutsfattandet i detta fall kan behova utfora operationer som innefattar
provning i och med att det i begrinsad utstrickning kan bli friga om att
bedéma dndamalsenlighetsfragor.

Det dr kanske ett misstag att en lagbestimmelse av detta slag kunde bli
godkind, men eftersom utskottsbetinkandet 4r daterat i mitten av de-
cember 2018, ir det sannolikt att medvetenheten om de konstitutionella
problem som bara nigra manader senare kopplades till automatiserat be-
slutsfattande inte dnnu var allmint kinda och pi det sittet akuta, att
lagberedarna och riksdagens utskottspersonal skulle ha bérjat begira in
utlatande frin grundlagsutskottet. Det dr ocksd mojligt att den aktuella
lagens temporira natur spelade in som en omstindighet som minskade
behovet av provning i grundlagsutskottet av den aktuella bestimmelsen
om automatiserat beslutsfattande.

4 Avslutning: formell, processuell
och materiell rittsstatlighet

De tolkningar som de hégsta laglighetsvervakarna och framfor allt riks-
dagens grundlagsutskott framfort angiende automatiserat beslutsfattande
har mer eller mindre stoppat all sidan sirskild lagstiftningsverksamhet
som kunde syfta till att skapa automatiserat beslutsfattande genom be-
staimmelser i substanslagstiftningen. Diremot kan Folkpensionsanstalten
och Skatteforvaltningen fortsitta att anvinda de automatiserade system
for forvaltningsbeslut som de haft sedan tidigare i vintan pa allmin lag-
stiftning, dven om dessa myndigheter sikert redan modifierat vissa pro-
blematiska detaljer i sin drendehantering.
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For nirvarande pagar lagberedning med avseende pd allmin lagstiftning
om anvindning av automatiserat beslutsfattande inom férvaltningen,'?
tjdnsteansvarets konkretisering vid anvindning av automatiserat besluts-
fattande och algoritmens och programkodens offentlighet och transpa-
rens.'? Det ir sannolike att Finland inom loppet av ett par 4r har ett
allmint regelverk i kraft som definierar det sitt pa vilket lagstiftningen
tilldter automatiserat beslutsfattande. Sannolike dr drtill att substanslag-
stiftningen kommer att innehalla sirskilda bestimmelser om automati-
serat beslutsfattande och dess sirdrag inom vissa forvaltningsomraden.
Formell, processuell och materiell rittsstatlighet kommer att trygga det
att lagbundenhetsprincipen observeras genomgiende och pa hog niva
nir automatiserat beslutsfattande anvinds i myndighetsverksamhet.
Rittsstatligheten bor ndmligen for det automatiska beslutsfattandets
del observeras pa samma nivi som betriffande tjanstemannaf6rvaltning.
Den formella rittsstatligheten forutsitter att grunden for automatise-
rat beslutsfattande etableras i lag och den processuella rittsstatligheten
forutsdtter att det automatiserade beslutsfattandet underlyder samma
allminna principer om god férvaltning som minskligt beslutsfattande,
medan den materiella rittsstatligheten betonar betydelsen av att det auto-
matiserade beslutsfattandets innehéll vid behov anpassas till det drende
som hanteras.

Den finska grundlagen innehéller annorlunda regler 4n den svenska
statsforfattningen om de konstitutionella krav som giller f6r automati-
serat beslutsfattande, vilket betyder att regelverken i de tva linderna kan
se olika ut. Den finska grundlagen forutsitter, de lege ferenda och i ljuset
av ovanstiende tolkningar, ganska mycket av regelverket kring automa-

12 Se Arbetsgruppen for beredning av allmin lagstiftning om automatiserat beslutsfat-
tande inom fdrvaltningen: Automatiserat beslutsfattande inom forvaltningen — Utkast till
bestiimmelser om anvindningsomride och dppenbet, 31.5.2021. Helsingfors: Justitieminis-
teriet, 2021.

13 Ett intressant steg i riktning mot transparens vid anvindning av artificiell intelligens
inom den offentliga férvaltningen utgdrs av den upprikning som Helsingfors stad ansla-
git pd sina nitsidor av tjanster dir Al anvinds i kontakten med kommunmedlemmar. Se
https://ai.hel.fi/sv/ai-registret/ (besokt 20.10.2021). De fem Al-system som ir i anvind-
ning (chatbottar, biblioteks- och parkeringssystem) verkar inte inbegripa automatiserat
beslutsfattande, dvs. dessa Al-system producerar inte forvaltningsbeslut. I det fall acc Hel-
singfors stad i ndgot skede, och nir lagstiftningen tillter det, tar i bruk automatiserade
beslutssystem bor man kunna forvinta sig att dven sidana anmils pa nitsidan si att
kommuninvinarna har méjlighet att pa férhand kinna tll att automatiserat beslutsfat-
tande férekommer.
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tiserat beslutsfattande, medan den svenska statsforfattningen kan tinkas
stilla lindrigare processuella och materiella krav, dven om den formella
lagbundenheten syns likartad.
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Laws on LAWS (Lethal Autonomous
Weapon Systems): The Work
of the United Nations and
the Swedish Position

1  Introduction

This contribution deals with Artificial Intelligence (Al) in the context of
the law in war, or international humanitarian law (IHL). The develop-
ment of Al has made possible a high degree of automation of weapon sys-
tems. Today, some weapon systems are even called ‘autonomous’. Many
fear that legally irresponsible and unaccountable machines — or robots
— will henceforth make and execute arbitrary decisions over the life and
death of human beings.! Through international legal regulation, this de-
velopment could perhaps be forestalled, they hope. We will see how the
issue of the normative regulation of so-called lethal autonomous weapon
systems (LAWS) is approached at the global level in the United Nations
(UN) as well as at the national Swedish level.

It is not easy for the states of the world to reach agreement on what
specific normative regulation, if any, should apply to the emerging and
important phenomenon of LAWS. Moreover, weapons development is
usually something that the states, who are able to produce them, often
want to be left as little regulated as possible. In this contribution, we will
see what has been achieved so far and what may be achieved in the future.

! See, for instance, the Stop Killer Robots campaign, <https://www.stopkillerrobots.org>
accessed 28 September 2021.
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Some legal questions that arise in the global debate on the regulation of
LAWS are whether the (old) international humanitarian law is at all ap-
plicable to the (new) phenomenon of autonomous weapon systems. Also,
if so, how the existing international law should be applied and whether
the existing body of law is sufficient or needs to be complemented by
additional rules specific to the field of LAWS. If the existing law in war
needs to be complemented, the issue arises as to what the content and
form should be of the potential new international rules. And by the way,
what exactly are ‘LAWS’, and what is an ‘autonomous’ weapon, really?

These are big, fundamental and difficult questions for the interna-
tional community to solve. The current fierce geopolitical struggles do
not make the effort less difficult, and simultaneously the tense inter-
national relations make the need for an agreement more urgent. This
contribution introduces the unfolding international normative work on
providing a solution.

There are four fundamental principles of international humanitarian
law that will be referred to several times in this article because of their im-
portance for the debate on LAWS. These are the principles of distinction,
proportionality, precaution and the principle of not causing superfluous
injury or unnecessary suffering. For the sake of clarity, these principles
will be presented here very briefly. According to the principle of distinc-
tion, the parties to an armed conflict shall distinguish between combat-
ants and the civilian population and shall direct their operations only
against military objectives.” According to the principle of proportionality,
any incidental loss of civilian life or damage to civilian objects shall not
be excessive in relation to the concrete and direct military advantage an-
ticipated by the attack.? The principle of precaution stipulates that those
who plan or decide upon an attack shall take all feasible precautions, with
a view to avoiding incidental loss of civilian life and damage to civilian
objects. In the relationship between combatants, finally, according to

2 See Protocol Additional to the Geneva Conventions of 12 August 1949 and relating
to the Protection of Victims of International Armed Conflicts (Protocol I), 8 June 1977,
Article 48. The author wishes to thank the Torsten Séderberg Foundation for making
the writing of this contribution possible through grant number RT2/19 Krigets juridik i
den svenska regeringsformen: ett rorligt mal (The law of war in the Swedish Instrument of
Government: a moving target). All translations to English are made by the author.

3 See Additional Protocol I, ibid., Article 51 (5) (b); see also Article 57 (2) (a) (iii), and
Article 57 (1).

4 See Additional Protocol 1, ibid., Article 57 (2) (a) (ii); see also Article 57 (1).
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the fourth principle, it is prohibited to employ methods of or means of
warfare of a nature to cause superfluous injury or unnecessary suffering.’

2 LAWS and the Group of Governmental
Experts (GGE)

Lethal autonomous weapon systems (LAWS) are intensely discussed, but
there is no generally accepted definition of what they are. The central
point is that they can function without human intervention. However,
the question is where the line should be drawn between a highly auto-
mated system — which is not subject to discussion within the framework
of LAWS — and an autonomous system — which is the subject of discus-
sion within LAWS. With respect to a technical system, the terms auto-
matic and autonomous mean the same thing, that is, the system works
without human influence. A technical system can have many automated
functions, and a complex system with many automated functions is often
labelled autonomous.®

Depending on what definition of LAWS one uses — a definition that
sets the degree of automation so high that no such weapon system yet
exists or a definition that stipulates a lower degree of automation for a
weapon system to be labelled ‘autonomous’ — LAWS can be claimed not
to exist today or to exist already. It is uncontroversial to claim that there
are weapon systems today with highly automated — or autonomous —
functions, without these weapon systems necessarily being subject to dis-
cussion within the framework of LAWS. Weapons with certain autono-
mous functions have existed for more than 100 years. The most common
highly automated — or autonomous — weapon systems today are different
kinds of targeting robots, which were first put into use during and af-
ter the Second World War. Different forms of air defence systems with
highly automated — or autonomous — functions also exist, for instance.”
Probably, the discussion on LAWS relates to weapon systems that do not

5> See Additional Protocol I, ibid., Article 35 (2).

© Cf. Slutrapport: Arbetsgruppen om autonoma vapensystem (Final report: The working
group on autonomous weapon systems), November 2016, Ministry for Foreign Affairs,
on file with author.

7 Cf. Déidliga autonoma vapensystem: Rapport till Folkriitts- och nedrustningsdelegationen
(Deadly Autonomous Weapon Systems: Report to the International Law and Disarma-
ment Delegation, Ministry for Foreign Affairs), 25 May 2020, on file with author.
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yet exist, but that might soon be brought into existence due to the rapid
technological development in the field of AL

All weapons can be used incorrectly without the weapon itself neces-
sarily being regarded as illegal. Concerning LAWS, a key issue has been
whether autonomous weapon systems are able to take into account and
apply the fundamental rules of international humanitarian law (IHL), i.e.
what is often referred to as the laws in war or the jus in bello. If LAWS
are inherently unable to take into account and apply the fundamental
rules of IHL, then the presumption would be that LAWS in themselves
are illegal. Inversely, if LAWS are able to take into account and apply the
fundamental rules of IHL, then LAWS would not be inherently unlawful.

Since 2014, the issue of LAWS has been dealt with in the United Na-
tions (UN) within the framework of the Convention on Prohibitions or
Restrictions on the Use of Certain Conventional Weapons Which May
Be Deemed to Be Excessively Injurious or to Have Indiscriminate Ef-
fects (CCW).® Before that, the issue had been brought up before the UN
Human Rights Council (HRC) by the UN Special Rapporteur on Extra-
judicial, Summary or Arbitrary Executions.” The UN Special Rapporteur
was concerned about the arbitrariness involved in using drones to target
non-state actors and how that challenge could be compounded by the
use of autonomous technologies.!® Specifically, the UN Special Rappor-
teur used the concept of lethal autonomous robotics (LAR), defined as
‘weapon systems that, once activated, can select and engage targets with-
out further human intervention’.!’ Moreover, the Special Rapporteur
observed that LARs add a new dimension to the distance that modern
technology — for societies with access to it, he points out — allows to be
put between weapons users and the lethal force they project.!? In addi-
tion to being physically removed from the kinetic action, the UN Special
Rapporteur writes that humans would also become more detached from
decisions to kill and from the execution of the decisions to kill.'* In one

8 Adopted 10 October 1980, 125 States Parties.

% Christof Heyns, Report of the Special Rapporteur on Extrajudicial, Summary or Arbi-
trary Executions, UN Doc. A/THRC/23/47, 9 April 2013.

10 Tbid., passim.; cf. also Amandeep S. Gill, “The changing role of multilateral forums in
regulating armed conflict in the digital age”, International Review of the Red Cross (2020),
p 261-285, 276.

11 Heyns, supra note 9, Summary.

12 Ibid., paras. 26-27.

13 Ibid., para. 27.
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of his conclusions, the Special Rapporteur finds that if left too long to its
own devices, the matter of life and death will, quite literally, be taken out
of human hands.'* Moreover, coming on the heels of the problematic use
and contested justifications for drones and targeted killing, LARs may se-
riously undermine the ability of the international legal system to preserve
a minimum world order, the Special Rapporteur fears.!> Then the issue
of LARs — or, later, LAWS — was moved from the human rights forum of
the HRC to the arms control forum of the CCW, where the problematic
legal issues identified by the UN Special Rapporteur remain.!®

In 2013, the States Parties to the CCW decided that the issue of LAWS
would be discussed in informal meetings of experts under the rubric of
‘questions related to emerging technologies in the area of lethal auton-
omous weapon systems.!” At the fifth review conference of the CCW
in 2016, it was decided that a Group of Governmental Experts (GGE)
would be set up which would be open to all States Parties to the Conven-
tion.'® About 80 states have participated in the work of the GGE, among
which are found the permanent members of the UN Security Council,
the EU member states, as well as numerous civil society organisations,
academic institutions, the International Committee of the Red Cross
(ICRC) and the UN Institute for Disarmament Research (UNIDIR).!?
In 2018 and 2019, the GGE agreed on eleven guiding principles in to-
tal in the area of LAWS.?% Also in 2019, the States Parties to the CCW

1 Tbid., para. 110.

5 Ibid.

16 Gill, supra note 10, p 276.

17 Meeting of the High Contracting Parties to the Convention on Prohibitions or Re-
strictions on the Use of Certain Conventional Weapons Which May Be Deemed to Be
Excessively Injurious or to Have Indiscriminate Effects, UN Doc. CCW/MSP/2013/10,
16 December 2013, paras. 32, 18.

18 Fifth Review Conference of the High Contracting Parties to the Convention on Pro-
hibitions or Restrictions on the Use of Certain Conventional Weapons Which May Be
Deemed to Be Excessively Injurious or Have Indiscriminate Effects, UN Doc. CCW/
CONEV/10, 23 December 2016, p 9, Decision 1.

9 Cf,, for instance, Group of Governmental Experts of the High Contracting Parties
to the Convention on Prohibitions or Restrictions on the Use of Certain Conventional
Weapons Which May Be Deemed to Be Excessively Injurious or to Have Indiscriminate
Effects, UN Doc. CCW/GGE.1/2021/CRP1, 8 December 2021, paras. 6-11.

20" Group of Governmental Experts of the High Contracting Parties to the Convention
on Prohibitions or Restrictions on the Use of Certain Conventional Weapons Which
May Be Deemed to Be Excessively Injurious or to Have Indiscriminate Effects, UN Doc.
CCW/GGE.1/2018/3, 23 October 2018, para. 21; Group of Governmental Experts of
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endorsed the eleven guiding principles, and the GGE was given the man-
date to work out recommendations relating to the clarification, consid-
eration and development of aspects of the normative and operational
framework of LAWS.?! The recommendations, had the GGE been able
to reach consensus, would have been presented to the States Parties at the
Sixth Review conference of the CCW, which took place in December
2021.%2 All decisions within the framework of the CCW, including the
GGE, are adopted by consensus.

3 'The guiding principles

Eleven guiding principles have been worked out by the GGE.?® The guid-
ing principles are preceded by a general introductory declaration, where the
GGE affirms that international law, in particular the UN Charter and
IHL, as well as relevant ethical perspectives, should guide the continued
work of the GGE.

The first of the guiding principles (a) states that IHL continues to apply
fully to all weapons systems, including the potential development and
use of LAWS.

Thus, the area of LAWS, although relatively new as a particular area of
discussion, is not lawless by default, but LAWS are subject to the appli-
cation of existing international law. The question of the applicability of
old law to new weapons has arisen before. When the issue of the legality
of the threat or use of nuclear weapons — invented after most of the prin-
ciples and rules of humanitarian law applicable in armed conflict had
already come into existence — came before the International Court of
Justice (ICJ) in 1994, by way of a request for an advisory opinion by the
UN General Assembly, the Court found that ‘there can be no doubt as to

the High Contracting Parties to the Convention on Prohibitions or Restrictions on the
Use of Certain Conventional Weapons Which May Be Deemed to Be Excessively Inju-
rious or to Have Indiscriminate Effects, UN Doc. CCW/GGE.1/2019/3, 25 September
2019, para. 16.

21 Meeting of the High Contracting Parties to the Convention on Prohibitions or Re-
strictions on the Use of Certain Conventional Weapons Which May Be Deemed to Be
Excessively Injurious or to Have Indiscriminate Effects, Final report, UN Doc. CCW/
MSP/2019/9, 13 December 2019, para. 31. The guiding principles are contained in An-
nex III of the Final report of the Meeting of the High Contracting Parties.

22 Cf. supra note 19, paras. 12, 17.

23 Cf. ibid.
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the applicability of humanitarian law to nuclear weapons’.?* Not being
able to ‘conclude with certainty that the use of nuclear weapons would
necessarily be at variance with the principles and rules of law applicable
in armed conflict in any circumstance’, the IC] nevertheless found that
use of such weapons, in fact, seems ‘scarcely reconcilable’ with respect
for the strict requirements of the principles and rules of law applicable in
armed conflict.”® It remains to be seen whether the issue of LAWS will
also come before the IC].

The second principle (b) lays down an important norm from the point
of view of the law, namely that human responsibility for decisions on
the use of weapons systems must be retained since accountability cannot
be transferred to machines. This should be considered across the entire
life cycle of the weapons system, according to the guiding principle. The
concept of human control is much discussed in the context of LAWS and
in the context, in particular, of the application of IHL. The question is
whether IHL could be applied at all in the absence of human control,
ultimately, of the activities of the LAWS and thus whether the use of
LAWS under those circumstances can at all be lawful. This, in turn, has
to do with the way LAWS are defined — i.e. what does autonomous really
mean? — which, as we have seen, is a complicated and, so far, unsettled
issue.

According to the third principle (c) elaborated by the GGE LAWS, hu-
man-machine interaction, which may take various forms and be imple-
mented at various stages of the life cycle of a weapon, should ensure that
the potential use of weapons systems based on emerging technologies in
the area of LAWS is in compliance with applicable international law, in
particular THL.

The fourth principle (d) states that accountability for developing, de-
ploying and using any emerging weapons system in the framework of the
CCW must be ensured in accordance with applicable international law,
including through the operation of such systems within a responsible
chain of human command and control.

24 UN General Assembly resolution 49/75 K of 15 December 1994; Legality of the Threat
or Use of Nuclear Weapons, Advisory Opinion, L. C. J. Reports 1996, p. 226, paras. 85-86.
% Legality of the Threat or Use of Nuclear Weapons, ibid., para. 95, see also para. 97; a
Treaty on the Prohibition of Nuclear Weapons was adopted on 7 July 2017, which en-
tered into force on 22 January 2021, 59 states are parties.
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Under the fifth guiding principle (e), in accordance with States” obliga-

tions under international law, in the study, development, acquisition, or
adoption of a new weapon, means or method of warfare, determination
must be made as to whether its use would, in some or all circumstances,
be prohibited by international law. This guiding principle refers to Article
36 of the Additional Protocol I to the Geneva Conventions according to
which:

[iln the study, development, acquisition or adoption of a new weapon,
means or method of warfare, a High Contracting Party is under an obliga-
tion to determine whether its employment would, in some or all circum-
stances, be prohibited by this Protocol or by any other rule of international
law applicable to the High Contracting Party.?¢

Thus, the text of the fifth guiding principle is basically identical to a
provision in a binding international treaty to which an overwhelming
majority of the States of the world are party.?” Consequently, from the
point of view of its content, this particular guiding principle could be
said to be comparatively legally binding. Sweden refers to this obligation
in its commentary on the guiding principles and generally attaches great
importance to this provision in the context of the regulation of LAWS,
as well as otherwise.?®

Under the sixth guiding principle (f) further, ‘[wlhen developing or
acquiring new weapons systems based on emerging technologies in the
area of lethal autonomous weapons systems, physical security, appropri-
ate non-physical safeguards (including cyber-security against hacking or
data spoofing), the risk of acquisition by terrorist groups and the risk of
proliferation should be considered’.

In connection with this, according to the seventh principle (g), ‘[r]isk
assessments and mitigation measures should be part of the design, devel-
opment, testing and deployment cycle of emerging technologies in any
weapons systems’.

Furthermore, in principle number eight (h), it is stated that ‘[c]onsider-
ation should be given to the use of emerging technologies in the area of
lethal autonomous weapons systems in upholding compliance with IHL
and other applicable international legal obligations’.

26 Additional Protocol I, see supra note 2.
¥ Currently 174 States are party to the Additional Protocol I.
28 See further below in sections 4 and 5.
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Significantly, under guiding principle nine, (i) ‘[iln crafting potential
policy measures, emerging technologies in the area of lethal autonomous
weapons systems should not be anthropomorphized’. We talk about ma-
chines, not human beings, when we talk about LAWS.

Perhaps important as a reminder of the most common uses of Al after
all, the tenth principle (j) states that ‘[d]iscussions and any potential pol-
icy measures taken within the context of the CCW should not hamper
progress in or access to peaceful uses of intelligent autonomous technolo-
gies’. It is the peaceful uses of Al, not the bellicose ones, which dominate
and should dominate the development of the autonomous technologies.

In principle number eleven (k) finally, the GGE does its best to main-
tain the global discussion on the legal norms governing LAWS and to
retain the discussion within the UN in particular. According to the
eleventh and final guiding principle, ‘[tJhe CCW offers an appropriate
framework for dealing with the issue of emerging technologies in the
area of lethal autonomous weapons systems within the context of the
objectives and purposes of the Convention which seeks to strike a balance
between military necessity and humanitarian considerations’. The latter
part of this quote has to be understood also as an implicit reference to
the Geneva Conventions on the victims of war, which are founded on an
effort to balance military necessity and humanitarian concerns.” As we
saw earlier, direct references to IHL are made in the opening of the guid-
ing principles on LAWS and in the very first guiding principle, among
others, marking the particular normative importance of IHL for the area

of LAWS.

29 Geneva Convention I for the Amelioration of the Condition of the Wounded and Sick
in Armed Forces in the Field, 12 August 1949, 196 States Parties; Geneva Convention II
for the Amelioration of the Condition of Wounded, Sick and Shipwrecked Members of
Armed Forces at Sea, 12 August 1949, 196 States Parties; Geneva Convention III Relative
to the Treatment of Prisoners of War, 12 August 1949, 196 States Parties; Geneva Con-
vention IV Relative to the Protection of Civil Persons in Time of War, 12 August 1949,
196 States Parties; Protocol I Additional to the Geneva Conventions (see supra note 2);
Protocol Additional to the Geneva Conventions of 12 August 1949, and relating to the
Protection of Victims of Non-International Armed Conflicts (Protocol II), 8 June 1977,
169 States Parties.
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4 Swedish comments on the guiding
principles

All the High Contracting Parties to the CCW were invited by the Chair
of the 2020 GGE to submit commentaries on the operationalisation of
the GGE LAWS’ guiding principles.’® Sweden is one of the countries
that has responded to the invitation by submitting a commentary.®! Spe-
cifically, Sweden comments on nine out of the eleven principles, paying
special attention to the first and third principles, which are considered
being the most fundamental. After the presentation of Sweden’s com-
ments below, the two principles that Sweden does not provide particular
comments on (principles six (f) and eight (h)) will also be mentioned.

Sweden considers that the firsz principle (a) on the applicability of IHL
to LAWS is a fundamental principle. In order for the principle to be up-
held, Sweden states that it is of utmost importance to train and exercise
the personnel in national armed forces in international law applicable
during armed conflict. Further analysis would be welcome, Sweden con-
siders, regarding the application of existing IHL with respect to possible
future autonomous weapons systems.

On the subject of the second guiding principle (b) on retained human
responsibility, the Swedish commentary reproduces the fundamental
contents of IHL and begins by pointing out that the choice of military
means and methods for a military operation must be compliant with the
relevant rules and regulations on how military means can be used. The
Swedish commentary continues by saying that in planning a military
operation, a military commander and his/her staff must consider and
assess the presence of civilians (principle of distinction), the principle
of proportionality, the principle of precautions in attack and the prohi-
bition of causing unnecessary suffering and superfluous injury. “The use
of a weapon that cannot, or will fail to, fulfil these provisions of IHL

30 Commonalities in national commentaries on guiding principles, UN Doc. CCW/
GGE.1/2020/WP1, para. 1, <https://meetings.unoda.org/section/group-of-governmen-
tal-experts- gge-on-emerging-technologies-in-the-area-of-lethal-autonomous-weapons-sys-
tems-laws-documents-4929-documents-4947/> accessed 19 August 2021.

31 Swedish Commentary on the Operationalization of the Guiding Principles on LAWS
within the CCW, 30 August 2020, Permanent Mission of Sweden, <https://meetings.un-
oda.org/section/group-of-governmental-experts-gge-on-emerging-technologies-in-the-ar-
ea-of-lethal-autonomous-weapons-systems-laws-documents-4929-documents-4947/> ac-
cessed 19 August 2021.
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may not be deployed or used (sic!)’, Sweden continues.?* These provi-
sions make up the fundamental principles of IHL, and any deployment
or use of LAWS that would not meet the requirements of IHL would
thus be unlawful. Sweden even wishes to ban LAWS that do not meet the
requirements of IHL, as we will see below.?

The third guiding principle (c) states that human-machine interaction
should ensure that the potential use of weapons systems based on emerg-
ing technologies in the area of LAWS is in compliance with applicable
international law, in particular IHL. Sweden considers this to constitute
another fundamental guiding principle, in addition to the first one stat-
ing that IHL continues to apply fully to all weapons systems. It is also
Sweden’s position that preserving human control over the use of force is a
key objective. Furthermore, military decision-makers and operators need
to be in control — both in terms of their understanding of the weapons
systems and their ability and skill to control the systems. Also, all weap-
ons systems have to be predictable and reliable so that their human op-
erators always can be certain that the systems will function in accordance
with the intentions of the operator. The Swedish commentary continues:
In a military context, rules, regulations and procedures should form a
hierarchy of instructions for all operations involving weapons. Any com-
plex system must have rigorous handling regulations, including methods
for training and procedures for use. Measures to ensure human control
should be considered in the entire life cycle of a weapons system. The
specific measures will be context dependent. A system’s type of target
as well as spatial and temporal limits are likely to be important factors,
according to the Swedish view.

Moreover, according to Sweden, in the development of regulations,
procedures, manuals and training programmes, the human-machine in-
teraction and its limitations need to be taken into account. In the legal
weapons review process (under Article 36 of the Protocol I additional
to the Geneva Conventions), an analysis must be performed to ensure
that it will be possible to use a given weapons system in compliance with
IHL. This analysis should include aspects of human-machine interaction
and the ways in which they are addressed in manuals and training pro-
grammes.

32 TIbid.

33 See section 5.
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Finally comes perhaps the most relevant Swedish reflection in the
commentary concerning the third guiding principle: The more precise
requirements of human control in various contexts still need to be an-
alysed, understood in practical terms and agreed upon. The remaining
issue here is exactly what Sweden points out, namely that it still remains
to analyse, understand practically, and agree upon what ‘human control’
means. Or, put in other words, one of the crucial elements — ‘human
control’ — of the normative regulation of LAWS on the global level, at
least in the view of Sweden, is still entirely undefined.

If one adds to this the fact that the other crucial element of the nor-
mative debate on LAWS also remains undefined in the global context,
namely the definition of the actual subject of the debate, the definition
of ‘LAWS’ themselves, then the remaining degree of indeterminacy of the
normative global discussion on LAWS becomes evident. An agreement
among the participating States on what exactly is being discussed is still
outstanding. It is important to note, however, this is not an argument
against discussing LAWS on the global level; inversely, it should rather be
an argument in favour.

With respect to the fourth guiding principle (d), saying that accounta-
bility for developing, deploying and using any emerging weapons system
in the framework of the CCW must be ensured in accordance with appli-
cable international law, including through the operation of such systems
within a responsible chain of human command and control, the Swedish
commentary refers back to the comments made concerning the first and
second guiding principles.

The fifth guiding principle (e) states that in accordance with States’ ob-
ligations under international law, in the study, development, acquisition,
or adoption of a new weapon, means or method of warfare, determi-
nation must be made as to whether its employment would, in some or
all circumstances, be prohibited by international law. Sweden comments
that states have an obligation under international law (Article 36 Proto-
col I additional to the Geneva Conventions) to determine whether the
use of a new weapon would be prohibited under international law.>* We
saw a reference earlier by Sweden to that provision in the context of the
third guiding principle. With respect to the fifth guiding principle, Swe-
den states further that in a review in accordance with Article 36, the
characteristics of the weapons system are examined, as well as its planned

3 Cf. supra note 26.
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use and other relevant aspects. In case of doubt or scientific uncertainty,
the examining entity could request further information and/or apply fur-
ther test methods, according to the Swedish commentary. The examining
entity is then to issue a decision that approves or rejects the weapons
system or method under review. It could also issue strict requirements for
modifications or limitations that would bring the system in line with the
requirements of international law.

Sweden adds that information is available on a number of national
legal review systems — the Swedish one among others — that could assist
the States Parties to Protocol I additional to the Geneva Conventions,
wishing to create a system for legal weapons reviews or to examine an
existing system.

The seventh guiding principle (g) — the sixth (f) is not commented upon
by Sweden — is relatively straightforward and so is the Swedish comment
to principle six. Risk assessments and mitigation measures should be part
of the design, development, testing and deployment cycle of emerging
technologies in any weapons systems, according to guiding principle six.
Sweden comments simply that risk assessments are part of the develop-
ment of all advanced weapons systems. The processes of procurement,
maintenance and use of such systems should be controlled by elaborate
safety procedures. The procedures should be documented in handbooks
on safety from different perspectives, ranging from questions about ex-
plosives and ammunition to software quality, according to the Swedish
comment.

The ninth guiding principle (i) — the eighth (h) is not commented upon
— concerns a subject that stimulates the imagination. According to the
ninth guiding principle, in crafting potential policy measures, emerging
technologies in the area of lethal autonomous weapons systems should
not be anthropomorphised. In fact, this is a phenomenon often pointed
out in the discussion of LAWS in different fora. Sweden comments that
describing technical systems in a non-technical context is a challenging
task. Using adjectives normally used to describe human behaviour eas-
ily causes confusion and a risk of drawing inaccurate conclusions about
technical systems, which do not possess human qualities. To avoid this,
only strictly technical terms should be used.*

% According to the summary drawn up by the Chair of the 2020 GGE — Commonalities
in national commentaries on guiding principles — several commentaries underscored that
weapons can only ever be tools lacking agency and legal personality, that machines are not
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In the tenth guiding principle (j), stating that discussions and any po-
tential policy measures taken within the context of the CCW should not
hamper progress in or access to peaceful uses of intelligent autonomous
technologies, a crucial aspect of the discussion of LAWS is addressed.
Here, it can be noted that the characterisation ‘intelligent’ would seem
to anthropomorphise the autonomous technologies right from the start,
i.e. the designation “intelligent” autonomous technologies’, or ‘artificial
“intelligence™ (Al for that matter, would seem to turn the technical phe-
nomena under discussion inherently anthropomorphised. Perhaps the
term ‘intelligent’ as such should be avoided in the context of describing
technologies. This, however, is nothing that Sweden brings up in its com-
ment on the operationalisation of the guiding principles.

Sweden comments instead that, although peaceful uses of technology
are not within the scope of the CCW, the following may be noted: The
overlap between the civilian and military spheres regarding technology
development is significant and appears to be increasing. This creates a
mutual dependency, according to Sweden. If a new technology is adapted
for military use, the requirements for robustness and reliability of the
system need to be set very high.

Sweden continues by saying that technological progress in e.g. auto-
mation, autonomy, artificial intelligence and digitalisation/computer-
isation, is normally common to the military and the civilian spheres,
although often driven by civilian (commercial) interests. The challenges
of ensuring meaningful control are almost the same for technical sys-
tems that may be dangerous (civilian applications), and systems designed
to be dangerous (weapons), according to the Swedish comment. This
complicates, or makes impossible, the prohibition of certain technologies
relating to LAWS since the technologies are used in both the civilian and
military spheres.

The eleventh and final guiding principle (k) is relatively straightfor-
ward and concerns the appropriate framework for the continued inter-
national discussions of LAWS. The eleventh guiding principle states that
the CCW offers an appropriate framework for dealing with the issue of
emerging technologies in the area of LAWS considering the objectives

moral agents, and that policy measures must always address humans, UN Doc. CCW/
GGE.1/2020/WP.1, para. 18 <https://meetings.unoda.org/section/group-of-governmen-
tal-experts- gge-on-emerging-technologies-in-the-area-of-lethal-autonomous-weapons-sys-
tems-laws-documents-4929-documents-4947/> accessed 19 August 2021.
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and purposes of the Convention, which seeks to strike a balance between
military necessity and humanitarian considerations. Judging from the
Swedish comment, Sweden seems to fully agree with this guiding princi-
ple. The participation of experts from several relevant disciplines, as well
as representatives from states, civil society and industry, provides a rich-
ness of perspectives, Sweden says. Looking forward, the work needed to
increase the common understanding of the concept of human control in
relation to legal, military and technological aspects is a challenge, Sweden
continues. Experts from all the States Parties to the CCW need to be part
of the effort, including from the Parties who possess the most advanced
capabilities in this area, Sweden concludes.

Sweden does not comment on the operationalisation of principles (f)
and (h). Furthermore, there are no explanations for the lack of com-
ments on these principles. Perhaps Sweden considers that the comments
on the other principles cover the content of principles (f) and (h) as well,
or Sweden considers the contents of the latter principles so self-evident
and/or easily operationalised that the principles do not need any further
comment. As mentioned earlier, principle (f) states that when developing
or acquiring new weapons systems based on emerging technologies in
the area of LAWS, physical security, appropriate non-physical safeguards
(including cyber-security against hacking or data spoofing), the risk of
acquisition by terrorist groups and the risk of proliferation should be
considered. Sweden might perhaps consider that this is already included
in the process of review of new weapons under Article 36 of TP 1. The
second guiding principle not commented on by Sweden — principle (h)
— states that consideration should be given to the use of emerging tech-
nologies in the area of LAWS in upholding compliance with IHL and
other applicable international legal obligations. Perhaps Sweden consid-
ers that this sounds reasonable enough and does not call for any further
comment.

5  Swedish policymaking on LAWS

Three substantial reports have been produced by different working groups
at the Swedish Ministry for Foreign Affairs on the subject of LAWS since
2016, when the GGE LAWS was established.>® The reports present the

36 Slutrapport: Arbetsgruppen om autonoma vapensystem (Final Report: The Working
Group on Autonomous Weapon Systems), 2016, cf. supra note 6; Didliga autonoma
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phenomenon of LAWS and the problems involved in getting to grips
with LAWS from a normative perspective as well as from the point of
view of policy-making more generally. The reports directly and indirectly
provide the government with support and suggestions for future Swedish
policymaking in this area. Some important points in the most recent
Foreign Ministry report (from 2021) will be discussed below in relation
to the normative regulation of LAWS. The report is entitled “An Effec-
tive Ban on Deadly Autonomous Weapon Systems that are Incompatible
with the Requirements of International Law”.%’

The purpose of the report is to put together all the standpoints and
perspectives of the members of the working group producing the report,
who represent different stakeholders in the Swedish discussion of LAWS,
and to make concrete proposals on how Sweden could best push the issue
of an effective ban on LAWS that are incompatible with the requirements
of international law. In addition to persons coming from different gov-
ernment ministries, the stakeholders represented were the civil society in
the form of the Swedish Red Cross and the Swedish branch of the Wom-
en’s International League for Peace and Freedom, the Swedish defence
forces and a couple of defence and peace research institutions.

From the normative perspective, the report addresses the way in which
human rights and international humanitarian law apply to LAWS gener-
ally. The report also deals specifically with the provision in Article 36 of
Protocol I additional to the Geneva Conventions concerning the obliga-
tion of States Parties to undertake a review of the compatibility with the
Protocol or any other rule of international law of any new weapon, means
or method of warfare that the States consider acquiring. The report also
briefly presents the contents of another report, authored by the Swedish
Red Cross, entitled “IHL and gender: Swedish experiences”.?® A proposal
that Sweden should pursue the issue of the integration of a gender per-
spective in the work on LAWS inter alia within the framework of CCW

vapensystem: Rapport till Folkritts- och nedrustningsdelegationen (Deadly Autonomous
Weapon Systems: Report to the International Law and Disarmamament Delegation),
2020, cf. supra note 7; and Eit effektivt forbud mot didliga autonoma vapensystem som dr
ofdrenliga med folkrittens krav (An Effective Ban on Deadly Autonomous Weapon Sys-
tems that are Incompatible with the Requirements of International Law), April 2021, on
file with author.

37 Cf. ibid.

38 Cecilia Tengroth and Kristina Lindvall (eds.), Stockholm: Swedish Red Cross and
Swedish Ministry for Foreign Affairs, 2015.
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was included among the proposals for Swedish action on the road to an
effective ban on unlawful LAWS as the last item.

In the report, the defence forces themselves emphasise the importance
of meaningful human control in the context of LAWS. A necessary condi-
tion for the expediency of the defence forces — i.e. the possibility to reach
intended effects and only the intended effects — is that decision-makers
and system operators have meaningful human control over the military
means used to achieve the effects. Not having meaningful human control
is thus not militarily justifiable, and a military reality where such con-
trol does not exist is not desirable from the perspective of the defence
forces. Another consequence of retaining meaningful human control is
that decision-makers and operators can be held accountable for achieved
effects, positive as well as any undesired or unlawful effects. According
to the report further, in the view of the defence forces, any regulation of
automated systems with properties that are dangerous to humans should
focus on the concept of meaningful human control.

Then, of course, the question arises as to how the concept of mean-
ingful human control could be defined, regulated and operationalised;
this question, however, is currently very far from being answered either
at the national Swedish level or at the global level. The Swedish Peace
Research Institute (SIPRI) and the International Committee of the Red
Cross (ICRC) have recently published a study on different possible ways
of exercising human control in the context of LAWS.? In the study, SI-
PRI and the ICRC recommend that future discussions on the normative
and operational regulation of LAWS should focus on demands for hu-
man control. Thus, the views of SIPRI and the ICRC on the regulation
of LAWS, to a large extent, would coincide with the views put forward
by the Swedish defence forces in the 2021 Foreign Ministry report. As
described above, the issue of human control was also raised in the eleven
guiding principles (in principle (b) and (c) in particular) and in the Swed-

3 Vincent Boulanin, Neil Davison, Netta Goussac, Moa Pelddn Carlsson, Limits on Au-
tonomy in Weapon Systems: Identifying Practical Elements of Human Control, Stockholm: SI-
PRI, 2020; see also /CRC Position on Autonomous Weapon Systems, 12 May 2021, <https://
www.icrc.org/en/publication/455001-icrc-position-autonomous-weapon-systems> ac-
cessed 21 February 2022; cf. further, for instance, Filippo Santoni de Sio and Jeroen van
den Hoven, “Meaningful Human Control over Autonomous Systems: A Philosophical
Account”, Frontiers in Robotics and Al vol. 5, article 15, 2018, 1-14, <https://www.fron-
tiersin.org/articles/10.3389/frobt.2018.00015/full> accessed 28 September 2021.
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ish Commentary on the Operationalisation of the Guiding Principles on
LAWS within the CCW.#°

On the subject of the work going on in international fora, the 2021
Swedish Foreign Ministry’s report on unlawful LAWS points out that
the international work ahead is largely dependent on continued work
within the framework of the CCW. Another important aspect, according
to the Swedish Foreign Ministry report, presumably affecting the future
work with the issue of LAWS, is how high LAWS is on the international
agenda. The report does not clearly indicate whether the issue of LAWS
is high on the international agenda or whether the issue is not so highly
placed. It could seem between the lines as if the authors of the Swedish
report fear that, in effect, the LAWS issue might not be all that high on
the international agenda. Within the disarmament administration of “a
number” of governments, the report says, the LAWS issue plays a “rather
prominent and important” role.*! The same goes for those civil society
organisations engaged in peace and disarmament, which also affects pol-
icy according to the report. In a number of countries, primarily in Eu-
rope, governments and parliaments are also engaged in the LAWS issue,
according to the Swedish Foreign Ministry report.

When the Foreign Ministry report summarises the Swedish policy on
LAWS so far, the first point taken up is that Sweden pushes for an ef-
fective ban on LAWS that are not compatible with the requirements of
international law.? A bit further down the list, it is stated that an effec-
tive ban must include as many countries as possible, of course, also those
countries trying to develop the weapon, but this does not necessarily
mean that these countries must participate actively in the drafting of the
ban, according to the Swedish report. The goal of the Swedish govern-
ment is as broad a consensus as possible. A further point on the same
theme is the Swedish view that a broad agreement in the framework of
the CCW would increase the possibilities to reach a future effective ban
on LAWS that do not fulfil the requirements of international law. The
remaining points in the summary by the Foreign Ministry of the Swed-
ish policy correspond quite well with the content of the Swedish Com-

40 See supra sections 3 and 4, respectively.
41 “[E]tt antal” and “timligen framtridande och viktig” respectively, in Swedish.
42 “Sverige driver pa/ska vara ledande for etc effektive forbud...” in Swedish.
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mentary on the Operationalisation of the Guiding Principles on LAWS
within the CCW.%?

Discussing the issue of a ban in further detail later in the report, the
working group begins by stating the obvious, namely that the normative
work with LAWS so far is still characterised by a lack of clear definitions.
In order to reach a ban, it is fundamental that it is clear what is banned,
the report states. Four central questions with respect to the achievement
of a ban were particularly discussed by the working group: Human con-
trol, the form of a ban/regulation, the content of a ban and finally, the
best way for Sweden to pursue the issue of a ban.

The Swedish official position is that LAWS that are incompatible with
the requirements of international law should be banned. In the annual
statement in 2020 of foreign policy by the government in parliament, the
Swedish Foreign Minister Ms Ann Linde said that ‘[w]ithin the frame-
work of the Convention on Certain Conventional Weapons, Sweden is
pushing for an effective international ban on lethal autonomous weapons
systems that that are incompatible with the requirements of international
law’.# In 2021, the Swedish government’s policy seemed to remain the
same, although formulated in a slightly different manner. In 2021, the
Foreign Minister, in the statement of foreign policy, said that ‘[a] fu-
ture scenario of lethal autonomous weapons systems (LAWS) that do
not comply with international law must be avoided. With the objective
of an effective international ban, Sweden is actively participating in the
important work within the framework of the Convention on Certain
Conventional Weapons’.*®

With respect to human control, the Swedish Foreign Ministry’s report
finds that in a ban on LAWS, a provision on human control will probably
be the most important provision. The report observes that the question of
human control has been a core issue since the beginning of the debate on
LAWS. There is consensus on the question of human responsibility and
of a well-functioning human-machine interaction. There are no explicit
requirements for human control in IHL. In the view of the Foreign Min-
istry working group, clear requirements for human control would be an

4 See supra section 4.

44 <hreps://www.government.se/speeches/2020/02/2020-statement-of-foreign-policy/>
accessed 20 August 2021.

4 <hteps://www.government.se/speeches/2021/02/statement-of-foreign-policy> accessed
20 August 2021.
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effective way of setting boundaries for the development and use of LAWS
that are not compatible with international law — i.e. unlawful LAWS.
The Foreign Ministry working group writes that an increasing number
of countries think that the requirement for human control as an element
of the eleven guiding principles should be a central theme in a norma-
tive and operational framework. Therefore, whether one is considering a
regulation or a ban, both could be based on these principles. The Swed-
ish Foreign Ministry report finds that the designation used for human
control varies. Sometimes the designation “sufficient” is used, sometimes
“meaningful”; in the context of the GGE, the concept “human-machine
interaction” (appropriate for the use and capabilities of a particular weap-
ons system) is used instead, according to the Foreign Ministry report.%°
The Swedish Foreign Ministry working group is almost unanimous in
the opinion that Sweden should use the concept “meaningful” human
control’. Then the concept of human control would have to be defined in
more detail. This work remains to be done at the international level. Su-
perficially, human ‘control” over an ‘autonomous’ weapon system might
seem to constitute a contradiction in terms. In reality, it is probably a
question of degree; the weapon system will be more or less autonomous
and the human control more or less close.

On the subject of the form of a prospective prohibition/regulation of
LAWS, the global battle lines on the issue of LAWS appear in the report
of the Foreign Ministry working group. In effect, these battle lines prob-
ably set the boundaries for the development of LAWS in a real sense.
Some countries, the report says, support the view that the efforts within
the framework of the CCW should be directed towards achieving a le-
gally binding instrument prohibiting LAWS. On the opposite side, there
are a number of countries — Russia, the US, India, Japan, Australia, the
United Kingdom, Israel, China — who do not see any need for any ad-
ditional regulation beyond the already existing IHL. Several EU coun-
tries have advocated a political declaration and/or a code of conduct,
the Swedish Foreign Ministry report observes. According to the report,
a declaration and a code of conduct could lead to a new protocol to the
CCW that either regulates or prohibits LAWS.#” A successful negotia-
tion within the framework of the CCW would either lead to a regulation
or a ban, which is followed up regularly by the States Parties, and thereby

4 Cf. the third guiding principle (c) elaborated by GGE LAWS, supra section 3.

47 There are five protocols already.
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the compliance with the regulation or ban could be effectively moni-
tored. Reasonably, it would be the GGE that would be given the task of
drafting a proposal for a protocol, the Swedish Foreign Ministry report
says. Since the consensus rule applies in the CCW, all States Parties must
agree to such a process.

If the work in the CCW is unsuccessful, there might be proposals for
the initiation of work, with a view to a convention outside the CCW
framework. This work could take two forms, according to the Swedish
report. The first option would be a UN convention after a decision by the
UN General Assembly. In order to achieve a decision by the UN General
Assembly, it is necessary that a number of countries push the issue with
priority, the report observes. The second option would be to pursue the
work towards a convention outside the UN framework. In order to be
successful, such an effort would presuppose a number of strongly com-
mitted countries that would also be willing to finance the conferences
and carry out the secretarial work. With respect to both of the latter
two alternatives, the Swedish Foreign Ministry report points out, it is
improbable that any of the militarily and technologically most important
countries would get involved.?® It remains to be seen whether the efforts
to achieve a regulation or a ban in any of the fora listed in the report will
be successful.®

With respect to all the possible avenues for the negotiation of a regula-
tion or prohibition of LAWS, the active participation of the civil society
is important, as stated in the Foreign Ministry report.

On the issue of the content of a ban, the Swedish Foreign Ministry
report states that irrespective of whether the ban would come about in
the form of a new protocol to the CCW or in the form of a convention,

48 The most recent example would be the Treaty on the Prohibition of Nuclear Weap-
ons Nuclear Weapons, cf. supra note 25, adopted within the UN framework; see also
the Convention on the Prohibition of the Use, Stockpiling, Production and Transfer of
Anti-Personnel Mines and on their Destruction, adopted 18 September 1997, entry into
force 1 March 1999, 164 state parties, adopted outside the UN framework.

4 For the time being the GGE LAWS will continue its work and its efforts to elaborate
‘possible measures’ in respect of the normative and operational framework of LAWS;
the issue was intensely controversial at the Sixth Review Conference of the High Con-
tracting Parties to the CCW (Sixth Review Conference of the High Contracting Parties
to the Convention on Prohibitions or Restrictions on the Use of Certain Conventional
Weapons Which May Be Deemed to Be Excessively Injurious or to Have Indiscriminate
Effects, UN Doc. CCW/CONEVI/11, 10 January 2022, p 9-10, Decision 1).
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the design of the ban can build on previous instances of prohibition of
certain types of weapons.>® A protocol to the CCW may possibly be sim-
pler as to form and content in comparison with a convention, the report
observes.

The Swedish Foreign Ministry report argues that a ban may contain
both positive and negative obligations. Positive obligations stipulate what
requirements are placed on the systems and on the use of the systems
(that which is prescribed), while negative obligations indicate what is
banned (that which is proscribed).

The purpose of the positive obligations is to maintain human control
throughout the entire life cycle of the weapons system. Maintaining hu-
man control requires a clear chain of order and control by human beings
and demands predictability when weapons are used, the report says. The
predictability of the mode of operation of a deadly technical system is
necessary in order for the system to be compatible with IHL, the For-
eign Ministry Report continues. Positive obligations can be drafted so
that they are possible to check and follow up; furthermore, positive ob-
ligations underline the importance of compliance with IHL, the report
states. The negative obligations normally clearly state what is prohibited.
The Swedish Foreign Ministry says that it should be possible to state that
deadly autonomous weapon systems that cannot respect the principles of
distinction, proportionality and precaution, including the prohibition of
causing superfluous injury or unnecessary suffering, are banned. How-
ever, the report adds that research on LAWS for purposes of defence or
protection should not be banned. It is unclear whether this would in-
clude research on potentially unlawful LAWS.

On the last of the four central questions with respect to a ban on un-
lawful LAWS discussed by/within the Swedish Foreign Ministry working
group — the best way for Sweden to pursue the issue of a ban — the report es-
sentially finds that cooperation with other States is necessary for success,
including cooperation at the global level. The Nordic countries, some EU
states, Switzerland, and a number of countries in other parts of the world
are mentioned in particular. It is pointed out in the report that it is also
important to have good contacts with the States that have the greatest
capacity to develop LAWS. Since Sweden is an important manufacturer
of weapons, it is also pointed out in the report that the States included in
the so-called six nations collaboration between the six biggest defence in-

5 Cf. supra note 48.
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dustry nations in the EU (in addition to Sweden: France, Italy, Spain, the
United Kingdom and Germany) are also important from the perspective
of weapons development.”!

The working group drafting the Foreign Ministry Report is of the
opinion that the best way for Sweden to proceed would be to pursue the
issue of a ban on unlawful LAWS within the framework of the CCW
and build on what has already been achieved by the GGE.>? Judging
from the report, the prospect of the GGE getting the mandate to draft
a new protocol to the CCW; either in the form of a ban or in the form
of a “clear” regulation’, is not entirely unrealistic. However, the report
ominously points out that there is great uncertainty about when the 2021
review conference of the CCW will take place.

An important point made in the Foreign Ministry report among the
proposals for Swedish action on the road to an effective ban on unlawful
LAWS is that Sweden should promote the weapons review process under
Article 36 of the Protocol I additional to the Geneva Conventions. Since
the review of the compatibility with IHL, or any other rule of international
law, of the use of any new weapon already constitutes a binding obligation
for States under international law, promoting respect for this provision
would seem to be a good idea. The report proposes that the weapons re-
view process under Article 36 Additional Protocol I is promoted in the EU
as well as in the CCW framework. In the latter case, the weapons review
issue should be pursued regardless of the outcome of the discussions on
LAWS, the report says, well aware of the difficulties involved in moving
forward in the normative work on LAWS. As the Swedish Foreign Min-
istry report aptly finds, a well-functioning weapons review process under
Article 36 on the global scale should also have the capacity to catch LAWS
that are incompatible with the requirements of international law, since by
definition these are ‘prohibited by [Additional Protocol I to the Geneva

51 Cf. Sveriges 6verenskommelser med frimmande makter (SO) 2001:13 Framework
agreement between The French Republic, The Federal Republic of Germany, The Italian
Republic, The Kingdom of Spain, The Kingdom of Sweden, and The United Kingdom
of Great Britain and Northern Ireland concerning measures to facilitate the restructuring
and operation of the European defence industry, concluded 27 July 2000, entry into force
for Sweden 6 May 2001.

52 See also Group of Governmental Experts on emerging technologies in the area of Lethal
Autonomous Weapons Systems, General Statement by Sweden, Geneva, 3-13 August 2021,
<https://meetings.unoda.org/section/firstsession_statements> accessed 28 September 2021.
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Conventions] or by any other rule of international law’, as stipulated in
Article 36. We will see what comes first, a ban on unlawful LAWS or
general respect for the weapons review process under Article 36.

6  Conclusion

LAWS (lethal autonomous weapon systems) are here to stay, and the
question is whether they need to be regulated internationally and if so,
how. This contribution has dealt with the background to the current in-
ternational normative debate on LAWS, the tentative attempts in the UN
to agree on a normative framework for LAWS, and the Swedish position
with respect to the emerging normative principles and further policymak-
ing in the area. Widespread disagreement remains at the global level on
what would be the appropriate form and content of any new regulation
of LAWS. Widespread disagreement also remains on the definition of
‘LAWS’. The international normative efforts currently within the frame-
work of the CCW (Convention on Certain Conventional Weapons) are
focused on the concept of ‘human control’. Retained human control,
ultimately, over the otherwise highly automated weapon systems, is a
necessary condition for it to be possible to apply existing law — primarily
IHL (international humanitarian law) — or any law. Thus, human control
has become the hook on which the current discussion hangs.

It might be speculated that the loss of human control over advanced
weapon systems would be in no human being’s interest, irrespective of
how technologically resourceful one’s home country is. Still, there is an
evident negative correlation between the ability of a country to develop
LAWS and its willingness to submit to further international normative
regulation of highly automated weapon systems. Conversely, the coun-
tries aiming to achieve further international regulation of LAWS are typ-
ically those countries lacking the resources to develop LAWS themselves.

Sweden intends to pursue an international ban on LAWS that are in-
compatible with the requirements of international law. If a ban turns out
not to be attainable, another kind of clear international regulation of
LAWS might be an alternative.

Sweden also emphasises the importance of the compulsory legal re-
view of new weapons (or means or method of warfare) under Article 36
in Protocol I additional to the Geneva Conventions. A careful national
implementation of the legal review under Article 36 would result in a

202



Laws on LAWS (Lethal Autonomous Weapon Systems): The Work ...

determination as to whether the employment of the new weapon would
be prohibited, or not, by IHL or any other rule of international law. In ad-
dition to the ban on the use of an unlawful weapon that would potentially
follow from such a review under Protocol I additional to the Geneva Con-
ventions, Sweden intends to pursue a ban on the unlawful weapon itself.
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Digitalisering av undervisningsmaterial
och lirarens upphovsritt'

1 Inledning

Kontrasten mellan den tid da ldrarens anteckningar férsvann genom att
sudda tavlan och dagens mangfald i tekniska och pedagogiska verktyg for
att skapa undervisningsmaterial ir betydande. Utvecklingen har givetvis
pagatt linge, men under senare ar har sirskilt tillgangen pa digitala verk-
tyg gjort att troskeln for att skapa material som medger en lingre tids
bevarande blivit lag. Digitaliseringen inom hogskolesektorn innebir inte
bara att undervisningsmaterial skapas i nya former och pa nya sitt, utan
ocksd att det skapas i former som tillater ateranvindning och spridning
péd andra sitt dn vad vi tidigare har varit vana vid.? De tekniska och peda-
gogiska frigor som uppkommer i detta sammanhang ir givetvis ménga,
men utvecklingen av olika former av digitalt undervisningsmaterial har

! Inspiration till imnet kom under en hdgskolepedagogisk kurs om digitala kompetenser
i undervisningen vid Stockholms universitet hésten 2020, dir variationen i uppfattningar
om hur ldrarens upphovsritt och lirositenas forfoganderitt forhaller sig till varandra vi-
sade sig vara mycket stor, bdde bland deltagare och kursansvariga. Stort tack till docent
Christina Wainikka och doktorand Annika Blekemo f6r virdefulla inspel till ett tidigare
utkast av texten, och till forskningsamanuens jur.stud. Ludwig Irveland for hjilp med
korrektur m.m.

? Digitaliserad undervisning ir dock inget egentligt nytt, utan sittet att formulera sig
har anvints linge. Se t.ex. Magnusson Sjoberg, En rittslig ram for e-lirande — integritets-
skydd m.m., Liber Amicorum festskrift till Jan Rosén, s. 525 ff. p& s. 530 . som ger en
rad exempel pd hur den teknologiska utvecklingen 2016 hade paverkat vér verksamhet,
och Morten Rosenmeier, Ophavsretten til undervisningsmateriale. Nogle danske erfa-
ringer, Liber Amicorum festskrift till Jan Rosén s. 695 ff. [Rosenmeier (2016)]. Se ocksa
Wolk, Arbetstagares immaterialritter: ritten till datorprogram, design och uppfinningar
m.m. i anstéillningsférhéllanden, 2 uppl., 2008 [Wolk (2008)] s. 212 f. och's. 224 f.
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ocksa lett till att fragan om ldrarens (skaparens) upphovsritt aktualiserats
pa nytt. Att upphovsritten till det material som skapas 4 ena sidan tillfal-
ler individen, och att en arbetsgivare 4 andra sidan girna anser sig berit-
tigad att forfoga Gver de verk som skapas inom ramen for en anstillning
eller ett uppdragsforhallande, 4r tvi motstiende utgingspunkter som stir
i ett tydligt spinningsfrhallande till varandra.> Konflikten har dock hit-
tills bara i begrinsad utstrickning stillts pa sin spets nir det géller forfo-
ganderitten till undervisningsmaterial skapat av universitetslirare.*
Amnet blir sirskilt akeuellt i fall dir undervisningsmaterial skapas eller
framfors i former som tilliter exemplarframstéllning och dteranvindning
utan dndringar eller storre insatser fran vare sig den skapande liraren eller
andra. Ateranvindning skulle, om den kunde goras oberoende av lirarens
samtycke och utan kompensation till liraren,> potentiellt kunna leda till
stora besparingar i institutionens ofta hért pressade ekonomi. Den ldrare
som har skapat materialet kan emellertid tinkas ha flera invindningar
mot ett sddant forfarande. Exempel pa invindningar kan vara att tids-
dtgdngen for att skapa och framfora verket varit visentligt hogre 4n den
timavrikning som den egna anvindningen hittills gett,6 att lararen sjilv
anser att dndringar eller kompletterande insatser vid sidan av verket be-

> Om upphovspersonen ir anstilld eller en uppdragstagare som utfér undervisning pd
bestillning kan tinkas fa viss betydelse for frigan om lirositets forfoganderitt till materi-
alet. Framstillningen tar sin utgingspunke i att analysera den anstillda lirarens upphovs-
ritt, men far till stdrsta delen anses ha biring ocksa for den externa inhyrda féreldsaren,
jfr srskilt avsnite 3.

* Se Wolk (2008) s. 220 f. om vilka hégskoleanstillda som kan std i en upphovsrittslig
sirstillning. Se ocksd Wolk, Lirarundantaget i omvandling, NIR 2003 s. 415-426. Efter-
som innehallet i artikeln i all huvudsak far anses konsumeras av andra upplagan av hennes
avhandling, hinvisas i det foljande uteslutande till Wolk (2008).

> Det sitt som en ldrare typiske sett skulle kompenseras vore genom att den fick tillgo-
dorikna sig undervisningstimmar for anvindningen, jfr nirmare nedan i avsnitt 3.2.3.

6 Invindningen ir inte egentligen av upphovsrittslig karaktir, men upphovsritten kan
indock tinkas komma liraren till undsittning vid en sadan invindning. Det kan vara stor
variation mellan olika sorters forinspelat material gillande format, innehall, tidsitgéng
for att skapa eller justera for dteranvindning etc. Tva exempel pé var sin sida av en lang
skala kan ndmnas. Att klicka pé “record” innan en muntlig forelisning dver t.ex. Zoom
pabérjas och sedan dteranvinda inspelningen tar inte mycket mer tid 4n den tid som
gick 4t for att halla foreldsningen. Att strukturera om en foreldsning i kortare delar for
att anpassa innehallet till ett nytt medium och ligga tid pa inspelning, omtag, redigering
och design f6r att det inspelade materialet ska bli anvindarvinligt och tila uppspelning
flera ginger, kan ddremot ta flera veckor i effektiv arbetstid, givetvis beroende pé program,
forkunskaper, dmne etc.
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hovs for att kvaliteten ska vara tillrickligt hog f6r att han eller hon ska
vilja vidkinna sig det, eller av mer principiell karaktir: Det 4r jag som har
skapat verket, och da ir det jag som bestimmer 6ver dess anvindning!

Digitaliseringen och den teknologiska utvecklingen 6ppnar for att fri-
gor som tidigare kanske inte var tillrickligt betydelsefulla for att vare sig
larare eller lirositen pa allvar skulle orka brika om vad som egentligen
gillde, plotsligt kan bli av betydelse f6r bada. Ett exempel kan ges med
utgingspunkt i den traditionella féreldsningen. Framfors foreldsningen
muntligt med alla &horare pé plats i en sal, stills den potentiella upphovs-
rttsliga konflikten mellan lirare och lirosite sillan pa sin spets. Eftersom
verket framfors muntligt later det sig inte litt ateranvindas som sidant
vid ett senare tillfille. Snarare skulle dteranvindning da forst kriva exem-
plarframstillning i ett format som i sig kriver viss insats, och som ldra-
ren kan motsitta sig av andra skil.” Har liraren diremot sjilv spelat in
forelasningen med ljud och bild, blir fragestillningen om arbetsgivarens
dteranvindning och forhillandet till upphovspersonens ensamritt plots-
ligt mer prakrisk.® Aven frigor om upphovspersonens ideella skydd enlige
1 kap. 3 § upphovsrittslagen kan i dessa fall tinkas uppkomma, men
dessa ska inte behandlas nirmare hir.”

7 Att spela in och dteranvinda en muntlig forelisning (med ljud och/eller bild) utgdr en
exemplarframstillning som kriver samtycke, jfr Kielland (2018) s. 52. Inspelning och
efterfoljande spridning utan samtycke skulle férutom att utgéra ett intrng i upphovs-
personens ekonomiska ensamritt ocksd potentiellt kunna anses som ett intring i lirarens
ideella skydd enligt 1 kap. 3 § upphovsrittslagen, jfr SOU 1956:25 s. 185 om att det
iven skulle kunna vara problematiskt om en student kunde éverlita egna nedteckningar
frin en foreldsning till forsiljning. Sandgren, Ritten till undervisningen och forskningen,
XXVI SULF:s Skriftserie, 2003 [Sandgren (2003)] s. 25-26 utgar ifran att studenterna
fritt kan spela in forelisningar, men endast anvinda inspelningarna for enskile bruk. Se
nirmare Wolk, Inspelning av foreldsningar — ndgra upphovsrittsliga reflektioner, i SvJT
2009 s. 717 ff. [Wolk (2009)] om andra upphovsrittsliga frigor som kan uppkomma i
samband med inspelning av féreldsningar och om exemplarframstillning for privat bruk
i 2 kap. 12 § upphovsrittslagen. Som Rosenmeier (2016) s. 707 framhaller torde emel-
lertid inspelning forutsitta samtycke pd grund av regleringen till skydd for foreldsarens
personuppgifter, vilket innebir att liraren bide gentemot studenter och arbetsgivare kan
forhindra inspelning mot sin vilja.

8 Nir ldraren foreliser eller pd annat sitt framfér sitt verk, anses han eller hon som en
utdvande konstnir enligt 5 kap. 45 § upphovsrittslagen och far dirmed ocksa for framfs-
randet en exklusiv ritt att spela in, framstilla exemplar och tillgingliggdra framférandet
eller en upptagning av det for offentligheten.

% Exempelvis kan ny praxis ha kommit till och lagar dndrats efter att inspelningen gjor-
des, vilket innebir att féreldsningen inte lingre dr uppdaterad. En ateranvindning kan da
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I frigan om ldrositenas mojlighet att dteranvinda material skapat av
sina anstillda ldrare finns tydliga kopplingar mellan arbetsritten och
upphovsritten.'® Under 2020 kunde man i olika diskussionsforum for
universitetsldrare folja engagerade och ibland upprérda diskussioner om
tidsdtgéng for att skapa forinspelat och annat digitalt tillgingligt material,
och hur saker skulle bli post covid. Skulle liraren bli 6verspelad, dérfor att
det da skulle finnas s& mycket bra och anpassat digitalt material som
lirosdtena skulle kunna iteranvinda utan lirarens samtycke, och utan
att ge ldraren timmar for det? Skulle ldraren fi timmar for den tid som
skulle komma att behovas for att skapa sddant material, eller bli hinvisad
till vanliga nycklar f6r berikning av undervisningstid? Hur skulle man
forhalla sig till berdkning av undervisningstid om ldraren senare valde att
ateranvinda forinspelat material? Frigorna var manga, och visentligt fler
in de som nimnts hir.

Situationen som uppkom under 2020 innebar ocksé att lirositenas
rikdlinjer for hantering av immateriella tillgingar skapade av dess an-
stillda uppmirksammades.!" Att ha rikdlinjer som fortydligar vad som
upphovsrittsligt giller mellan lirositena som arbetsgivare och lirarna
som anstillda dr givetvis inte i sig diligt om riktlinjerna ir i enlighet
med den rittsliga regleringen. Inte sillan 4r intrycket efter att ha list

bli krinkande for upphovspersonen, sirskilt om inspelningsdatum inte framgér eller har
redigerats bort for att underlitta for dteranvindningen.

10" Se nirmare nedan i avsnitt 3.2 om anstillningsférhillandets sirprigel m.m.

' Se riktlinjer for Stockholms universitet beslutade 2013 https://www.su.se/medarbetare/
organisation-styrning/styrdokument-regelboken/kommunikation-och-samverkan/riktlin-
jer-avseende-r%C3%A4tten-till-undervisningsmaterial-1.121205, Orebro universitets
riktlinjer beslutade 2013 heeps://www.oru.se/globalassets/inforum-sv/centrala-dokument/
styrdokument/personal/anstallning/nyttjanderatten-till-undervisningsmaterial-rikdlinjer.
pdf, Karlstads universitets rikdinjer beslutade 2017 http://intra.kau.se/dokument/upload/
C10B942807b1d25F87rY81BFC7EA/C2017_233policy_nyttiggorande.pdf, Uppsala
universitets Riktlinjer avseende intellektuella tillgingar skapade vid Uppsala universitet
beslutade 2014, under revision varen 2021, finns inte att tillgd via webben utan inloggning,
Lunds universitets rikdlinjer beslutade 2017 hteps://www.medarbetarwebben.lu.se/sites/
medarbetarwebben.lu.se/files/allmanna-rad-om-lunds-universitets-nyttjanderate-till-upp-
hovsrattsligt-skyddat-material. pdf, rikdinjer Linkdpings universitet beslutade 2018 heeps://
styrdokument.liu.se/Regelsamling/VisaBeslut/876979, riktlinjer Géteborgs universitet
beslutade 2020 (hteps://pil.gu.se/digitalAssets/1776/1776270_gu-2020-1226-policy-for-
universitetets-nyttjanderatt-till-upphovsrattsligt-skyddat-material. pdf, Umed universitets
rikdlinjer (utan datum) https://www.aurora.umu.se/utbilda-och-forska/stod-till-utbildning/
upphovsratt-och-avtal-om-kopiering-och-delning/anvandning-av-undervisningsmaterial/.
Alla linkar besokt senast 2 augusti 2021.
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dessa riktlinjer att man inte avsett att uttrycka nagot nytt, utan endast
fortydliga vad som oavsett giller.'> En friga som uppkommer ir emel-
lertid om dessa riktlinjer, som i stor utstrickning anger att ldrositet har
ritt att nyttja det material som skapats av dess ldrare si snart som det har
offentliggjorts, verkligen ar forenliga med upphovsrittslagen och ritts-
liget i 6vrigt."?

For att kunna géra en saidan beddmning behover man férst ha en upp-
fattning om vad som egentligen giller avseende lirarens upphovsritt. I
detta bidrag ska dérfor fraigan om universitetslirarens upphovsrite till #7-
dervisningsmaterial och vilken betydelse denna har for lirositets mojlig-
het att anvinda sig av materialet i verksamheten behandlas.!4

Eftersom upphovsritt originirt endast tillkommer fysiska personer,
ar ldrositets eventuella rittigheter till materialet en frin upphovsperso-
nen hirledd rite.!® I framstillningen bortses det dirfor frin den (annars)
tinkbara mojligheten att upphovsritten vore gemensam for lirare och
lirosdte. I avsnitt 2 nedan behandlas de rittsliga utgdngspunkterna for
lararens upphovsritt och méjliga inskrinkningar i denna, medan fragan
om lidrosdtets ritt att nyttja upphovsrittsligt skyddat material skapat av
liraren behandlas i avsnitt 3.

15

12 Flertalet av de i fotnot 11 nimnda riktlinjerna anger att det uteslutande handlar om
universitetets tolkning av vad som oavsett giller. Trots det finns det viss variation i inne-
hallet mellan de olika rikdinjerna och innehallet ir ofta inte helt forenligt med vad som
foljer av ritsliget, jfr nirmare nedan.

13 En angrinsande friga ir om arbetsgivaren, med eller utan fackets medgivande, har
méjlighet att utan sirskild ersittning eller avtal med den enskilde gora ingrepp i lirarens
upphovsritt. Man kan notera att SACO-S i samband med att Linkdpings universitet
beslutade om rikelinjer har varit mycket negativa till innehallet och att rikdlinjerna ocksa
MBL-férhandlats utan att man uppnétt enighet. Det vore hogst ovintat om facket ndgon-
sin skulle inga kollektivavtal som innebir dvergang av upphovsritt i dessa fall. Se hteps://
www.saco.se/lokala-webbplatser/saco-s-vid-liu/nyheter/liu-vill-nyttja-upphovsrattsskyddat-
undervisningsmaterial-en-bakgrund-och-kritik-fran-saco-s-vid-liu/ for en &versikt dver
invindningarna facket framférde (besdkt 2 augusti 2021).

14 Det avgrinsas alltsi mot en rad angrinsande fragor, sisom t.ex. frigor om upphovsritt
vid uppdragsforskning, ldrositets anvindning av verk i trdd med Bonusavtalet, studenter-
nas ritt att for enskilt bruk framstilla exemplar etc.

15 SOU 1956:25 s. 83, prop. 1960:17 s. 50 f.

16 Se Karnell, Arbetstagares upphovsritt, NIR 1969 s. 54-67 [Karnell (1969)], Goden-
hielm, Arbetstagares upphovsritt, NIR 1978 s. 321-351 [Godenhielm (1978)] och Kiel-
land, Opphavsrettslige problemstillinger ved digitalisering av undervisning ved universi-
teter og heyskoler, 2018, [Kielland (2018)] s. 41.
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2 Utgangslige och undantag

2.1 Forutsittningar f6r upphovsritt

For att upphovsritt ska uppkomma krivs att det finns ett verk som har
skapats av en person genom dennes personliga insats. Ett verk méste inte
ha en bestimd form, utan kan framféras sivil muntigt som skriftligt,
och framstillas i analoga eller digitala format."” Detta innebir att i prin-
cip allt material som en ldrare skapar kan vara framstillningar av verk som
skyddas av upphovsrite.'® I tilligg kan framforandet som sidant skyddas
enligt 5 kap. 45 § upphovsrittslagen, vilket ger liraren som utévande
konstnir skydd for sjilva framférandet.

Upphovsrittsligt skydd uppkommer endast for verk som har vad som
tidigare kallats verkshojd, vilket innebidr att krav stills pa att alstret ska
uppvisa viss originalitet, individualitet och sjilvstindighet.!” Idag ir det,
mot bakgrund av att EU-domstolen faststillt att verksbegreppet ska tol-
kas och tillimpas pa ett enhetligt sitt, mer aktuellt att tala om ett origi-
nalitetskrav.?® Troskeln for upphovsriteslige skydd dr dock relative lag.?!
Det centrala ir att verket ska vara uttryck f6r upphovspersonens egna,
intellektuella skapande, och det finns inga krav pa vare sig kvalitet eller
omfing. Det stills heller inte krav pd visst métt av sirprigel och verket i
sig behover inte vara igenkidnnbart som nagot skapat av just den aktuella

17 Se definitionen i 1 kap. 1 § 1 upphovsrittslagen och t.ex. Sandgren (2003) s. 20,
Stromholm ”Vem i#ger forskningen” (2002) [Strémholm (2002)] s. 41, Wolk (2009)
s. 719.

18 Se nirmare Wolk (2009) pd s. 718 ff. om forelidsningars upphovsrittsliga skydd och
historiken bakom nu gillande lagreglering. Se ocksa SOU 2005:95 Nyttiggdrande av
hégskoleuppfinningar s. 239.

19" Se t.ex. Sandgren (2003) s. 21, Wolk (2009) s. 720, Bernitz, Karnell, Pehrson, Sand-
gren, Immaterialritt och otillbérlig konkurrens, 15 uppl., 2020 [Bernitz m.fl. (2020)]
s. 50 ff.

20 EU-domstolen har i avgdrandena C-5/08 (Infopaq) och C-683/17 (Cofemel) faststillte
att begreppet verk ska tolkas och tillimpas pé ett enhetligt sitt. I denna tolkning star
originalitetskravet centralt i den meningen att det 4r upphovsmannens egen intellektu-
ella skapelse och att endast element som ger uttryck for upphovsmannens intellektuella
skapande kan kvalificeras som verk. Om det 4r mest triffande att se det s att verkshdjds-
begreppet tolkats om i och med avgdrandena frin EU-domstolen, eller om begreppet
rentav blivit obsolet och bér bytas ut med ett originalitetskrav finns det skilda uppfatt-
ningar om. Att troskeln for upphovsrittsligt skydd foljer av unionsritten torde dock inte
(Iingre) vara tveksamt.

21 Se t.ex. Sandgren (2003) s. 21, Wolk (2009) s. 720, Bernitz m.fl. (2020) s. 60.

210



Digitalisering av undervisningsmaterial och lirarens upphovsritt

personen. Inte heller krivs att verket har ett nyhetsvirde, utan ocksa en
forelisning om ett uttjatat amne kan i princip nd upp till kravet, om
den skapats genom ldrarens personliga intellektuella insats.** Att andra
personer, till exempel en annan lirare med motsvarande dmnesinriktning
och erfarenhet, med utgangspunkt i samma material bade kunnat skapa
ett liknande verk, dr ocksd utan betydelse. Att det vid ett sddant fall i
och for sig kan bli svart att visa att det 4r just den personliga insatsen,
och inte andras insats, som har lett fram till slutprodukten kan dock inte
uteslutas.

Att frigor om ldrarens upphovsritt till undervisningsmaterial inte s&
ofta aktualiseras, har nog till stor del att gora med vér sjilvbild och vir
syn pa skapandet av sidant material. Att skriva en bok eller en vetenskap-
lig artikel uppfattar nog alla som en, atminstone i viss man, konstnirlig
prestation som leder fram till ett verk. Att utforma en seminarieuppgift,
en tentamensfriga eller en foreldsning, vicker inte nédvindigtvis sadana
associationer. Vi ser girna detta som enklare och praktiska uppgifter,
som utfors nistan mekaniskt. Seminarieuppgifter och tentamensuppgif-
ter som innehaller beskrivningar av tinkta omstindigheter som leder oss
till bestimda rittsliga problem férutsitter emellertid fantasi sivil som
dmneskompetens och personlig insats, och en tentamenskommentar
kan pa liknande sitt som en vetenskaplig text krdva noggranna analyser
och betydlig pedagogisk insats. Detsamma géller muntliga foreldsningar,
forelasningsmanus och andra presentationer, oavsett om presentations-
bilderna dr att anse som enkelt stédmaterial for en muntlig féredragning
eller nirmare fulltext.”” Rent principiellt spelar det heller ingen storre
roll for frigan om verksh6jd om verket ges uttryck i digital eller analog
form, men man torde kunna utg ifrin att den personliga insatsen och
tidsatgangen i manga fall blir 4n storre om man lagger till den ytterligare
dimensionen som det kan innebira att anpassa innehallet for digitala for-
mat, och spela in eller pa annat sitt digitalisera undervisningsmaterialet.

22 Elementen i de verk som omfattas av upphovsritten kan vara sidana att de betraktade
separat inte i sig utgor en intellektuell skapelse, men genom valet, dispositionen och
kombinationen av dessa element kan upphovspersonen ge uttryck for sin kreativitet pd ett
originellt sitt och na ett resultat som utgér en intellektuell skapelse, jfr C-5/08 (Infopaq).
23 Nir det handlar om olika format som alla ror en enda féreldsning ir det nirliggande
att det handlar om exemplarframstillning av ett och samma verk, men beroende pd hur
materialet dr tinke att anvindas av upphovspersonen kan det ocksd handla om olika,
sjalvstindiga verk. Ur upphovsrittslig synvinkel behdver emellertid ingen exakt grins dras
i detta avseende.
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Mot denna bakgrund kan man relativt enkelt tinka sig att en storre del
av det material som universitetslirare skapar i samband med utférandet av
sina undervisningsuppgifter blir skyddat av upphovsritt, pd samma sitt
som ldrarens lirobocker och vetenskapliga texter blir det. For det material
som skapas av liraren i samband med sin undervisning ir det normalt utan
betydelse vilken sorts material det handlar om, férutsatt att kravet pa verks-
hojd uppnatts.?* Nagon skiljelinje mellan foreldsningar och annat som en
larare skapat for sin personliga anvindning i den egna undervisningen, och
vad som skapats pa uppdrag frin lirositet eller till anvindning for flera
lirare, behover da inte dras eftersom den 4r utan betydelse for frigan om
lararen har upphovsritt till materialet. Vilket slags material det ar fraga om
kan emellertid tinkas ha betydelse for om lirositet fir nyttja materialet
utan ett uttryckligt avtal med ldraren, jfr nirmare nedan i avsnitt 3.

2.2 Upphovsritten som ensamritt

Upphovsritten bestir av en ekonomisk och en ideell del, och tillkommer
enligt 1 § upphovsrittslagen den som har skapar ett verk, och rittigheterna
ar till sin karaktdr ensamrittigheter.”> Med detta menas att den som genom
sin egen personliga skapande insats exempelvis har forfattat en text eller
planerat, skapat och framfort en foreldsning ensam har ritt att nyttja ver-
ket pa det sitt som omfattas av rittigheten.?® Det som avses med skapande
dr den faktiska insatsen som leder fram till att verker blir dill.

Den ekonomiska ensamritten, eller forfoganderitten om man sa vill,
innebir att upphovspersonen bland annat har uteslutande ritt att fram-
stilla exemplar av verket, jfr 1 kap. 2 § upphovsrittslagen.”” Att upp-
hovsritten tillkommer upphovspersonen ensam innebir att han eller hon
bland annat kan begrinsa andras mojligheter att anvinda, méngfaldig-

24 Undantaget i 1 kap. 9 § upphovsrittslagen att upphovsritt inte uppkommer vid upp-
rittande av vissa handlingar hos myndighet triffar normalt inte den sorts material som
skapas av enskilda lirare. Materialet kan dock tinkas utgora allmin handling, vilket leder
till att det utan hinder av upphovsritten kan limnas ut med stéd av 2 kap. tryckfrihets-
forordningen, jfr 2 kap. 26 b § upphovsrittslagen.

25 Se Olsson & Rosén, Upphovsrittslagstiftningen, JUNO version 4A 2018 [Olsson &
Rosén (2018)] avsnittet om Upphovsritten och de nirstiende rittigheterna, Bernitz m.fl.
(2020) s. 69 .

26 Se Olsson & Rosén (2018) avsnittet om Upphovsritten och de nirstiende rittighe-
terna.

%7 Regleringen ir harmoniserat inom EU genom direktiv 2001/29/EG (Infosoc).
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gora och sprida materialet. Skyddsomfinget beror emellertid pa graden
av originalitet. Verk som bara nir upp till den nedre troskeln for verks-
begreppet skyddas bara mot rena efterbildningar, medan upphovsritts-
intring kan ske dven genom alster som uppvisar skillnader mot original-
verket om detta utvisar hogre grad av originalitet.”®

Upphovspersonen kan givetvis samtycka till att andra ska fa anvinda
dennes verk, och med de begrinsningar som foljer av det ideella skyd-
det i 1 kap. 3 § upphovsrittslagen kan upphovsritten ocksd éverlatas.?’
Det finns ocksa vissa undantag i 2 kap. upphovsrittslagen som pa olika
sitt innebdr inskrinkningar i upphovspersonens ekonomiska ensamritt.
Dessa regler loser emellertid bara i mycket begrinsad utstrickning de
upphovsrittsliga frigor som kan uppkomma i relationen mellan liraren
som arbetstagare och lirositet som arbetsgivare gillande ritten att nyttja
upphovsrittsskyddat undervisningsmaterial.*°

Dessa upphovsrittsliga utgangspunkter giller generellt, och det spelar i
detta sammanhang ingen principiell roll om upphovspersonen har skapat
verket inom ramen fér en lirartjinst eller i annat sammanhang.?!

2.3 Mojliga inskrinkningar i lirarens ekonomiska
ensamritt till foljd av anstillningsférhillandet:
Tumregel och lirarundantag

Fastin ldraren har upphovsritt till sina verk, kan vissa inskrinkningar i
den eckonomiska ensamritten tinkas foreligga som innebir att lirositet
kan nyttja materialet i sin verksamhet. Det kan f6r sammanhangets skull

28 Se Sandgren (2003) s. 22.

2 Se 3 kap. 27 § och de i 3 kap. 28 § akrtuella begrinsningarna i forvirvarens ritt att
forfoga over férvirvad upphovsritt.

3% Citatritten och méjligheten enligt 3 kap. 42 ¢ § upphovsrittslagen att enligt kopie-
ringsavtal framstilla exemplar av delar av publicerade texter till bruk i undervisningen,
t.ex. i materialsamlingar, dr givetvis av stor betydelse fr verksamheten, men upphovs-
personen kan enligt 3 kap. 42 ¢ § andra stycket meddela forbud mot exemplarframstill-
ningen. Se nirmare om avtalslicenser inom upphovsritten Lund, Den nordiske planten
avtalelisens. Forgreninger eller avleggere ..., Liber Amicorum festskrift till Jan Rosén
s. 505 ff. Ritten att anvinda texter i enlighet med avtalslicensen pa omradet idr ocksd
oberoende av om materialet skapats och publicerats av en av lirositets egna lirare, eller
nigon helt utomstiende. En mycket prakriske viktig begrinsning i en annan, men for
universitetsliraren angrinsande, friga av upphovspersonens ensamritt finns i 2 kap. 12§
upphovsrittslagen om exemplarframstillning till privat bruk.

31 Se t.ex. Karnell (1969) pd s. 54.
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vara lampligt att redan hir introducera tvi okodifierade regler som ten-
derar att dyka upp i nira anslutning till fragestillningen, nimligen rum-
regeln och lirarundantaget.

Inom en del av patentritten, nimligen den del som giller ritten till
arbetstagares uppfinningar, har det linge funnits ett lagstadgat lirar-
undantag som anses gilla dven upphovsrittsliga frigor.’? Det patentritts-
liga lirarundantaget innebir att lirare vid universitet, hogskolor eller
andra inrittningar som tillhér undervisningsvisendet 7nze ska anses sa-
som arbetstagare enligt lagen om ritten till arbetstagares uppfinningar.®?
Detta betyder att de i nimnda lag uppstillda inskrinkningarna av den
annars gillande utgdngspunkten att arbetstagare — som andra uppfinnare

32 Se 1 § lagen (1949:345) om ritten till arbetstagares uppfinningar (LAU) och t.ex.
SOU 2020:59 Innovation som drivkraft — frin forskning till nytta s. 67. Att det finns
4ven ett upphovsrittsligt lirarundantag tycks de flesta vara verens om, och nistan oavsett
vilket hall man ser it hittar man péstienden om att ett sadant finns sedan linge. Se t.ex.
SOU 2010:24 Avtalad upphovsritt s. 164. I SOU 2020:59 s. 67 anges att avgrinsningen
som f6ljer av LAU endast finns i teorin, men att lirarundantaget i praktiken anvinds
“som en sammanfattande benimning pd de hégskoleanstillda ldrarnas rice till resultat
de i vid mening 4r upphovsmin till i sin anstillning.” I Lund, Immaterialretten og forsk-
ningen ved universiteter og hgyskoler i NIR 2000 s. 618-629 [Lund (2000)] framhills
pd s. 621 att det ir allmint accepterat att den okodifierade regeln om 6verging av upp-
hovsritt till foljd av ett anstillningsforhillande inte giller universitetslirares forskning
och heller inte deras undervisningsmaterial, dock utan hinvisning tll nigra bestimda
killor. Schaumburg-Miiller, Videnskabeligt personales ophavsretlige stilling, NIR 1986
s. 282-291 [Schaumburg-Miiller (1986)] pa s. 286 lade ocksa uttryckligen till grund att
det vid tidpunkten féljde av fast dansk teori och praxis att anstillningsforhallandet som
sadant inte innebar nigon dverging av upphovsritt frin universitetslirare till lirositena.
Se ocksa Strémholm (2002) s. 41 som anger att ingen overging av upphovsritt sker
gillande lirarens forskningsinsatser. Se ocksa Kielland (2018) s. 49. Att hitta aukeorita-
tiva riteskillor som stodjer existensen av ett upphovsrittsligt lirarundantag ar emellertid
mycket svért.

3 Det patentrittsliga lirarundantaget torde vara en av de regler som ignats mest upp-
mirksamhet i offentliga utredningar de senaste 30 ren, dock utan att nddvindigtvis ha
lete dill lagstiftning. Se t.ex. SOU 1944:27, Ritten till vissa uppfinningar m.m, SOU
1977:63, Fortsatt hégskoleutbildning, SOU 1980:42, Arbetstagares uppfinningar, SOU
1996:29, Forskning och pengar, SOU 1996:70 (NYFOR), Samverkan mellan hogsko-
lan och niringslivet, prop. 1996/97:5, Forskning och sambhille, prop. 1998/99:94, Vissa
forskningsfragor, SOU 1998:128, Forskningspolitik, prop. 2000/01:3, Forskning och
fornyelse, VP2003:1, Vinnforsk, prop. 2004/05:80, Forskning for ett bittre liv, SOU
2005:95 Nyttiggdrande av hogskoleuppfinningar och SOU 2020:59 Innovation som
drivkraft — frin forskning till nytta. I flera av dessa, som i SOU 2010:24 Avtalad upp-
hovsritt, finns ocksa spridda kommentarer om ett upphovsrittsligt lirarundantag.
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— har rice dll sina uppfinningar, inte giller for denna yrkesgrupp. For
larare giller alltsa principen att uppfinnaren har ritt till sina uppfinningar
oinskrinkt.>*

Négot motsvarande undantag finns inte i upphovsrittslagen, men mot-
svarande regel har alltsd pd sedvanerittslig grund ansetts foreligga ocksa
inom upphovsritten, om in med oklara konturer och osiker rickvidd.?
Mot bakgrund av den patentrittsliga regeln antyder termen lirarundan-
tag att liraren till foljd av undantaget fir en mer oinskrinke rittighet 4n
den som annars hade forelegat.’® Forhallandet mellan upphovsrittslagen
och ett eventuellt lirarundantag ar emellertid inte helt okomplicerat, och
det dr inte uppenbart att ritesldget dr helt jimforbart med vad som giller
avseende arbetstagares uppfinningar.’” Upphovsritten uppkommer trots
allt enligt gillande ritt per automatik, och tillfaller den som skapar ver-
ket. Detta i kombination med att det inte finns motsvarande lagstadgade
allminna inskrinkningar av upphovsritten som de som giller for arbets-
tagares uppfinningar,®® gor att det kan ifrigasittas om det alls finns nigot
behov av ett lirarundantag inom upphovsritten och vad ett sidant i s&
fall innebir.

Fragan om ett upphovsrittsligt lirarundantag hinger emellertid nira
samman med den andra okodifierade regeln, nimligen den si kallade

34 Se om lirarundantaget frimst ur patentrittslig, men dven upphovsrittslig, synvinkel,
Wolk (2008) s. 205 fI. De hinsyn som det patentrittsliga lirarundantaget bygger pa gor
sig, som Sandgren (2003) s. 38 framhaller, 4n starkare gillande nir tematiken i stillet dr
lirarens upphovsritt.

¥ Se Wolk (2008) s. 210 f., Sandgren (2003) s. 38 ff. och Strémholm (2002) s. 41. I Fin-
land inférdes emellertid 1991 ett lirarundantag kopplat till bestimmelsen om vergang
av upphovsritt till datorprogram skapade i tjdnsten, jfr 3 kap. § 40 b 2 st. finska upp-
hovsrittslagen. Se nirmare Bruun, Upphovsritt i anstillning — nulige och utvecklings-
tendenser, Vennebog till Mogens Koktvedgaard, red. Marianne Levin, (1993) s. 152-167
[Bruun (1993] pas. 154.

3 Som papekats i SOU 2005:95 torde det emellertid inte fi nigon storre betydelse for
lirarens rittigheter om det patentrittsliga lirarundantaget skulle tas bort. Se sirskilt reso-
nemanget pé s. 175 med vidare hinvisningar till SOU 1996: 70 (NYFOR) dir motsva-
rande slutsatser framgdr.

% En poing som gjordes ocksd av Schaumburg-Miiller (1986) s. 283.

38 13 kap. 40 a § upphovsrittslagen finns dock ett specifikt motsvarande undantag, som
uttryckligen anger att "[u]pphovsritten till ett datorprogram, som skapas av en arbets-
tagare som ett led i hans arbetsuppgifter eller efter instruktioner av arbetsgivaren, vergir
till arbetsgivaren, sivida inte nagot annat har avtalats.” Bestimmelsens rickvidd och till-
limpning pd hdgskoleldrare har dock diskuterats. Se Bruun (1993) s. 158 fI. for en dver-
sikt och vidare hinvisningar.
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tumregeln.’® Tumregeln innebir att en arbetsgivare pd nirmare angivet
satt, och da wteslutande till foljd av anstillningsavralet, ager ritt att nyttja
och vid behov 4ndra och anpassa upphovsrittsskyddat material som har
skapats av en anstilld.*° Ocks4 den upphovsrittsliga tumregelns konturer
ar otydliga, och regelns rickvidd ir inte i alla delar ldcc att avgora. Detta
har ett naturligt samband med att regelns tillimpning skiljer sig dt bade
mellan olika branscher och mellan olika personalkategorier inom samma
bransch, men 4ven pa samma arbetsplats. Arbetsgivarens nyttjande kan
nimligen med stod i denna regel ske i den mdin som det behivs for att
anstillningsavtalet ska fylla sitt syfte och som led i arbetsgivarens vanliga
verksamhet vid tidpunkten for verkets tillkomst.?! Detta innebir att det
méste bedomas konkret for olika anstillningstérhéllanden huruvida na-
gon 6vergang alls sker, och i s4 fall i vilken omfattning.®

Ett lirarundantag inom upphovsritten skulle mot denna bakgrund
kunna tinkas utgora ett undantag frin tumregeln som en okodifierad

% Tumregeln som regel formulerades si lingt jag kan se forst av Karnell, och beskrivs
i Karnell, Liromedelsritt, 1972 [Karnell (1972)] s. 35. I domen AD 2002 nr 87 har
Arbetsdomstolen formulerat regeln sa att ”[e]n arbetsgivare far inom sitt verksamhetsom-
rade och for sin normala verksamhet utnyttja sidana verk som tillkommer som ett resultat
av tjinstedligganden gentemot arbetsgivaren. Arbetsgivarens ritt avser utnyttjanden for
de indamail som kan forutses nir verket tillkommer.”

4 Se SOU 2010:24 Avtalad upphovsrite s. 144 ff. for en genomging av doktrin och
praxis pa omrddet. Se ocksd i Kielland (2018) s. 45 ff. med vidare hinvisningar till ytter-
ligare nordiska killor. Som tumregeln formulerats i doktrinen, innebir den inte endast en
ritt att nyttja upphovsrittsskyddat material i verksamheten, utan 4ven att gora dndringar
i materialet utan upphovspersonens samtycke. Sidana dndringar maste emellertid ligga
inom ramen f6r 1 kap. 3 § upphovsrittslagen. Se Wolk, Anstilldas immaterialritter — di-
vergenta forhallanden, Ny Juridik 4:04 s. 17 ff. pd s. 20.

41 T allminna framstillningar om arbetstagares upphovsritt finns olika uppfattningar om
hur langtgdende arbetsgivarens ritt att nyttja de upphovsrittsskyddade verken skapade
av en anstilld 4r. De tvd huvudsakliga alternativen 4r om (i) bedomningen ska vara dif-
ferentierad och utgé frin omstindigheterna i det enskilda fallet utifrin vad som behévs,
eller ate (ii) arbetsgivaren ska anses fa rite till allc som skapas inom ramen av tjinsten.
Som redan Godenhielm (1978) s. 331 summerar, vill emellertid arbetsgivaren oavsett fi
en nyttjanderite till verket ”i den omfattning som f6ljer av syftet med anstillningsavtalet”.
Se Svensiter, Anstillning och upphovsritt, 1991 [Svensiter (1991)] s. 332-350 for en
nirmare beskrivning av olika forfattares stindpunke i fragan.

42 Motsvarande bedémning av tumregelns rickvidd maste géras om det istillet handlar
om en uppdragstagare som skapar verk pa bestillning. Se Wolk, Hyrda arbetstagares upp-
hovsritt, NIR 2001 s. 210-217 [Wolk (2001)] pd s. 216, Calissendorff, Ritten till ett
bestillt verk, Ny Juridik 2:98 s. 89 ff. och Bengtsson, Ritten till bestillt verk i ljuset av
nya domstolsavgdranden, Ny Juridik 4:05 s. 31 ff.
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lira om ritt att nyttja upphovsrittsskyddat material i anstillningsforhal-
landen.® Ett absolut lirarundantag skulle da ha som effekt att ingen 6ver-
gang av upphovsritt till material som har skapats av en lirare sker till
foljd av anstillningsférhillandet, och att nigon konkret bedémning av
vad som med stdd i tumregeln eventuellt hade gitt dver till arbetsgivaren
blir onodig. Stod for ett sd absolut lirarundantag dr emellertid svart att
finna. I realiteten framstar snarare regelns rickvidd som otydlig och bero-
ende pa vilken sorts material det handlar om.%

Fragan om lirositets ritt att nyttja det av liraren skapade, upphovs-
rittsskyddade, materialet, 4r — oavsett hur férhillandet mellan tumregeln
och ldrarundantaget ska hanteras — en friga om upplatelse eller overlatelse
av upphovsritt som innebir en viss inskrinkning av upphovspersonens
ekonomiska ensamritt. Frigan om ldrositets nyttjanderitt 4r ddremot
inte av betydelse for om ldraren Gver huvud taget har upphovsrittsligt
skydd for sina verk eller f6r lirarens mojlighet att sjilv offentliggora eller
framstilla exemplar i andra ssmmanhang.®

# Wolk tycks 2011 vara av den uppfateningen ace det krivs uterycklige tillstand fran
liraren om ett lirosite dver huvud taget ska kunna nyttja lirarens utbildningsmaterial
och som stdd for detta anférs uteslutande lirarundantaget. Se Wolk, Universitetslirarens
upphovsritt, XXXVIII SULE:s Skriftserie 2011 [Wolk (2011)] s. 17. Wolks rapport dr
emellertid mycket kortfattad och varken killor eller bakomliggande resonemang redovi-
sas. Eftersom synpunkterna som framgér i rapporten ocksa i nigon man avviker frin vad
som foljer av hennes avhandling, Wolk (2008) s. 205 ff., 4r det svért att tillméta rapporten
nigot virde som rittskilla.

4 Se Sandgren (2003) s. 39 f. och Stromholm (2002) s. 41. Aven Wolk (2008) s. 211
framhaller att det kan vara svirt att ange exakt var grinserna for sedvanan gar eftersom
olika policy och avtal finns vid olika hégskolor. Motsvarande synpunkt framgér i arbets-
riteslig doktrin, t.ex. Killstrom & Malmberg, Anstillningsforhallandet: inledning till den
individuella arbetsritten, 4 uppl., 2016 [Killstrom & Malmberg (2016)] s. 240 f.

% Det kan givetvis tinkas foreligga arbetsrittsliga begrinsningar for hur liraren kan agera
och utnyttja sitt material, t.ex. i konkurrerande eller fortroendeskadande verksamhet eller
liknande, men det ir alltsd begrinsningar som inte har med den upphovsrittsliga frige-
stillningen att gdra. Se lite nirmare om grinsytan mellan upphovsritt och arbetsritt i
detta sammanhang i Wolk, Hyrda arbetstagares upphovsritt, NIR 2001 s. 210-217 pa
s. 212.
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3 Overgang av upphovsritt i universitets-
lararens anstillningsforhillande

3.1  (Underforstatt) avtal eller tcumregel?

Lirositets eventuella rict att nyttja det undervisningsmaterial som ska-
pats av dess ldrare 4r som visat ovan en frin upphovspersonen hirledd
rittighet. Den principiella utgangspunkten ar dirmed att lirositets nytt-
jande behover nigon form av ritesligt stod. Om tumregeln ger sidant
stod i dessa fall, eller om avtal med liraren behovs, kan emellertid framsta
som osikert.%

Om tumregeln ir en sedvanerittslig regel som giller som dispositiv
bakgrundsritt i fall dd inget annat avtalats mellan parterna, eller om tum-
regeln snarare ger uttryck for en zolkningsprincip om vad som i sadana
fall kan presumeras f6lja av ett underforstatt avtal mellan parterna, ir
inte i alla delar tydligt.#” Tumregeln kan nog historiskt sett anses hirledd
ur just sedvinja eller branschpraxis som grundar sig i synpunkter om
underforstidda samtycken i de anstillningsférhillanden da sidan rit-
tighetsoverging behovs for forverkligandet av anstillningsférhéllandets
syfte, men hur den ska forstas i dag r inte i alla delar tydligt. Ett avtal kan
ocksd vara skriftligt eller muntligt, uttryckligt eller underférstitt, och det
ar sirskilt i anknytning till de underférstadda avtalen som kopplingen till
tumregeln framtrider tydligast, och dir grinsen mellan tumregeln och
ett underforstace avtal blir som mest svirdragen.

I de flesta fall kan man nog utgd ifrin att det foreligger ett stillatigande
samtycke frin upphovspersonen, si att arbetsgivaren faktiskt har det
samtycke som behovs for sitt nyttjande av det upphovsrittsskyddade
materialet,”” dtminstone si linge som den anstillde inte motsitter sig

46 Se Karnell (1972) s. 36 som framhiller att det bor triffas skriftliga avtal i det enskilda
fall eftersom ”[d]et ir alltfor osikert, for alla parter, att forlita sig pa de allminna regler
som eljest giller.”

47 1 SOU 2010:24 s. 163 tycks den slutsats som dras mot bakgrund av uttalanden i
doktrinen vara att det handlar om en presumtion om 6vergang dd konkreta héllpunkter
saknas, vilket far forstas som att regeln utgdr sedvaneritt som i ndgon mening behdver
avtalas bort.

8 Se t.ex. Schaumburg-Miiller (1986) s. 285 och Kielland (2018) s. 41.

# Huvudregeln avtalsrittsligt ir trots alle ate det inte giller formkrav, och att en vilje-
forklaring kan vara uttrycklig eller underforstidd, eller rentav hirledas ur ett konkludent
handlande eller en underlatenhet att handla (passivitet). Se t.ex. Adlercreutz, Avtalsritt I,
14 uppl. [Adlercreutz (2016)] s. 60. Allminna avtalsrittsliga principer giller ocksa pa
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den fran arbetsgivaren 6nskade anvindningen, fastin han eller hon vet
om det aktuella bruket.’® I normalfallet kommer mycket av det material
som liraren skapar till anvindning pa en kurs att hamna i denna kategori,
dir ett samtycke kan anses ha getts och dir lararen inte heller har nagot
intresse av att begrinsa lirositets anvindning. Om arbetsgivarens nytt-
janderitt bygger pé ett underforstatt samtycke frin arbetstagaren, inne-
bir det visserligen att svira tolkningsfragor om samtyckets rickvidd kan
uppkomma,’! men ocksd att liraren vid skapande av nya sorters material,
eller di arbetsgivaren vill nyttja ett material pi ett nytt sitt, kazn mot-
sitta sig arbetsgivarens dnskade anvindning.”? I normalfallet kan man
dock inte forvinta sig att liraren ska agera helt som en vilken som helst
annan mer fristdende avtalspart. Att i en lopande anstéllning protestera
mot arbetsgivarens anvindning av det material ldraren skapat, skulle ldtt
kunna tinkas ge negativa arbetsrittsliga effekter i form av lI6nepaverkan
och péstadda samarbetsproblem. I kombination med att arbetstagaren
star under arbetsledning och ir skyldig att folja arbetsgivarens order dven
under tvist, innebir de arbetsrittsliga sirdragen att man nog fir vara for-
siktig med att tolka in for mycket i en eventuell passivitet, tminstone si
linge som anstillningen bestar.

det upphovsrittsliga omradet, om in i kombination med specifikationsprincipen som
innebir att "rittighetshavaren inte antas ha upplatit en mera omfattande rétt in vad som
klart framgér”, jfr Bernitz m.fl. (2020) s. 384 f. Se ocksd Rt. 2001 s. 872 och Kielland
(2018) s. 42.
50 At upphovspersonen vet om hur materialet anvinds, eller dtminstone bér ha sidan
kunskap, ir en férutsittning for att dennes underlatenhet att agera (passivitet) ska kunna
anses som uttryck for en vilja och séledes utgora en grund for bindning. Se nirmare Vea
Lund, Passivitet, 2017, s. 189 fI. om l6ftegivarens kunskap som allmin férutsittning for
bundenhet genom passivitet.

Se ocksi Adlercreutz (2016) s. 117 ff.
ST Att tolka underforstadda viljeforklaringar i en kontext d praktiken vid olika ldrositen,
och dven inom den enskilda institutionen, kan variera och sillan kommer tydligt till ut-
tryck, och dir olika personer kan ha mycket olika uppfattningar kring vad som giller,
torde helt enkelt vara relative omajligt. Otydlighet eller oklarhet kommer emellertid i
dessa typfall, mot bakgrund av specifikationsprincipen, l6sas till f6rmén f6r upphovsper-
sonen. Vid oklarhet ska 6verlitelsen tolkas restriktivt. Se t.ex. Godenhielm (1978) s. 323,
Bernitz m.fl. (2020) s. 385 och Kielland (2018) s. 42.
52 Riktdlinjer uppstillda av arbetsgivaren har i sammanhanget ingen sjilvstindig eller
principiell rittslig betydelse for frigan om &verging av upphovsritt i anstillningsforhal-
landet. Utgangspunkten ér helt enkelt att arbetsgivaren inte genom att uppstilla rikdlinjer
kan ingripa i den anstilldes civilrittsliga positioner som annars forutsitter avtal eller an-
nan ritesgrund.
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Som sedvaneriittslig regel skulle tumregeln kunna innebidra att vissa
upphovsrittsliga rittigheter 6vergar frin universitetsliraren till lirositet
helt oberoende av den anstilldes vilja i det enskilda fallet, om inte annat
avtalats konkret. Det dr dérfor inte nddvindigtvis betydelseldst om det
handlar om tolkning av ett underférstite avtal eller en sedvanerittslig
regel, forutsatt att dverging av upphovsritt dverhuvudrager kan tinkas ske
med stéd av tumregeln i den aktuella situationen. Nir det giller ritten
till undervisningsmaterial som har skapats av lirare pa hgskola och uni-
versitet 4r emellertid den enligt min uppfattning mer angeligna fragan
huruvida tillimpning av tumregeln dverhuvudtaget ska leda till vergang
av upphovsritt till lirositena som arbetsgivare.

Det kan inte uteslutas att lirositena framéver bérjar reglera upphovs-
rittsliga fragor i sina anstéllningsavtal. Avtalsfrihet rader, atminstone avse-
ende forfoganderitten, och huvudregeln enligt 3 kap. 27 § upphovsritts-
lagen ir att upphovspersonen kan verlta de ekonomiska rittigheterna
som féljer av upphovsritten.”® Det torde emellertid kunna ifrigasittas
hur reell avtalsfriheten dr om arbetsgivaren uppstiller som villkor for en
nyanstillning att verging av upphovsritt till verk skapat av liraren ska
ske. Det ir stor konkurrens om tjdnster och de flesta nydisputerade skulle
sannolikt acceptera nistan vilka villkor som helst f6r méjligheten att me-
ritera sig, eller dven fd en fast tjanst. Denna sorts avtalsvillkor skulle ocksa
principiellt vara svira att fd ihop med 2 kap. 16 § RF och regleringen
av den akademiska friheten, jfr 1 kap. 6 § 2 st. 3 hogskolelagen.* Om
overlitelsen gar utéver vad som egentligen behdvs och vad som har stod
i rdttskillorna, och vad som accepterats av facket, torde jimkning med
stdd av 36 § avtalslagen ligga nira till hands.

53 1 sidana fall maste man dock skilja mellan nyanstillda och de sedan tidigare anstillda,
jfr ocksd Wolk (2008) s. 213. Det skulle utgora en markant dndring av villkoren for an-
stillningsavtalet att infora dverldtelse av upphovsritten som ett krav i den enskildes redan
existerande arbetskontrakt. En sidan dndring faller utanfor arbetsgivarprerogativens do-
min, och dr dirmed inte nigot som kan genomféras av arbetsgivaren utan arbetstagarens
samtycke, jfr Glavd & Hansson, Arbetsritt, 3 uppl., 2016 [Glavi & Hansson (2016)]
s. 573 f. om § 32-befogenheterna och dess begrinsningar.

>4 Bestimmelsen i hégskolelagen anger att forskningsresultat far publiceras fritt, vilket
rimligen maste betyda att forfattaren, alltsd forskaren, dger att vilja hur och nir publi-
cering ska ske utan inblandning frin andra. Detsamma foljer av upphovsritten, enligt
vilken férfattaren har en oinskrinke rite till sina verk innan de har offentliggjorts. Se

Wolk (2009) s. 723.
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3.2 Anstillningsforhallandets sirprigel och kopplingen

till arbetsritten
3.2.1 Inledning

I grunden bygger tumregeln pd en bedémning av vilken dverging av
upphovsritt frin den anstillde till arbetsgivaren som ir rimlig och nod-
vindig for att verksamheten ska kunna fungera pa det vis som forutsat-
tes vid anstillningsavtalets ingiende, med andra ord en bedémning av
vad som krivs for att anstillningsforhallandets syfte ska uppnas.”® Regeln
hinger nira samman med att den som anstillts f6r att skapa upphovs-
ritesligt skyddade verk genom den ménatliga loneutbetalningen fir betalt
for att arbetsgivaren ska kunna nyttja materialet som forutsatt.”® Mot
denna bakgrund behéver emellertid nagot ytterligare sigas om vad som
ir sarpriglat med universitetslirarens anstillning.”’

Inom hogskolesektorn kan en tumregel tinkas vara av mycket stor
praktisk betydelse, eftersom det ir sillsynt att lirare och lirosite genom
uttryckliga avtal reglerar fragor om ritten till anvindning av upphovs-
rittsskyddat material skapat inom ramen fér vanliga anstillningar som
lirare.”® Samtidigt dr det inte sd att existensen av en tumregel pd omradet
skulle leda till att ldrosdtet far nyttjanderitt till @/l upphovsrittsskyd-
dat material skapat av en ldrare, utan endast till vad som ar nédvindigt
for lirositets verksamhet och relevant for anstillningsavtalets syfte. Som
anges i SOU 2010:24 s. 164 har anstillningsforhallanden inom forsk-

55 Se Karnell (1972) s. 34 och Godenhielm (1978) s. 329. Overging av upphovsritt i
anstillningsférhallanden f5ljer alltsa inte den annars gillande huvudregeln att dganderit-
ten till det som produceras i en verksamhet av dess anstillda tillfaller arbetsgivaren. Se
nirmare Wolk (2008) s. 20 ff.

%6 Se Karnell (1972) s. 33-34 om att en grundliggande forutsicening for att frigan om
upphovsrittens dvergang ska uppkomma ir att verket framstillts som ett tjinstedliggande
eller pa grund av ett sirskilt dtagande gentemot arbetsgivaren. Se ocksa Godenhielm
(1978) s. 329.

%7 Se Karnell (1972) s. 36-37 om tumregelns (begrinsade) utbyte for arbetsgivare pa
universitets- och hogskoleutbildningens omride, dtminstone nir det giller forskning och
liromedel. Se ocksa Wolk (2008) kap. VII om sirskilda forhéllanden vid universitet och
hégskola.

58 Det vanliga torde i stillet vara att liraren skapar och utvecklar det material som behovs
for att en kurs ska fungera utan att nédvindigtvis tinka pa de upphovsrittsliga fragestill-
ningar som kan aktualiseras. Hallningen ir girna att undervisningsmaterialet skapas "for
kursen” och 4r avsett att dteranvindas, om dn under vissa, girna underforstidda, forut-
sittningar, som kan variera mellan olika lirare.
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nings- och utbildningsomridena normalt infe ansetts motivera nagot
rittsforvirv for arbetsgivaren gillande vetenskaplig produktion eller liro-
bocker.” Det dr frimst undervisningsmaterial och annat material som
behévs for genomforandet av lirositets faktiska verksamhet som potenti-
ellt kan tinkas omfattas av en upphovsrittslig tumregel.

Inom anstillningsférhéllanden dir den anstilldes jobb frimst ir att
skapa upphovsrittsskyddat material f6r anvindning i arbetsgivarens verk-
samhet vore det egendomligt om den anstillde inte ocksd var instilld
pa att lata arbetsgivaren nyttja det aktuella materialet pd det sitt som
tjdnsten forutsitter. Att motsitta sig sidan anvindning skulle mojligen
kunna genomdrivas rent upphovsrittsligt, men hade samtidigt inneburit
en allvarlig brist i den anstilldes skyldighet att fullgora sina forpliktelser
enligt anstillningsavtalet, vilket man fir formoda att den anstillde inte
anser sig betjint med.®® Det ir i denna sorts typfall som tumregeln har
ansetts fa storst betydelse och dir kollektivavtal girna omfattar frigor om
upphovsrittens overgang. Typiskt sett uppkommer tvistefrigor i dessa fall
forst dd arbetsgivaren anvint materialet pd annar sitt dn som ursprung-
ligen forutsattes.®!

En sadan tydlig spinning mellan de upphovsrittsliga och arbetsritts-
liga utgangspunkterna kommer emellertid inte girna uppsta for den
klassiska universitetsliraren.®? Lirarens tjinst innefattar nimligen en rad
olika uppgifter, dir de som utgér den storsta delen av arbetstiden inte alls
behiver innefatta ett skapande av upphovsrittsskyddat material,*® och dir
andra uppgifter leder till skapande av upphovsrittsligt skyddat material
som ldrositena vare sig behover, eller kommer f3, ritt att nyttja med stod
av tumregeln.“ Den enskilde liraren, dtminstone pa storre utbildningar,
skapar exempelvis normalt sett inget eget material infor sin seminarie-

59 Ett eventuellt upphovsrittslige lirarundantag far ocksd frimst anses gilla just denna
sorts material, jfr Stromholm (2002) s. 80.

60 Se Glava & Hansson (2016) s. 505 och Killstrom & Malmberg (2016) s. 217.

1 Se t.ex. NJA 1999 s. 390, NJA 2004 s. 363, RH 2009:7, AD 2002 nr 87, U 1978.901
H.

02 Se Kielland (2018) s. 50.

5 Av 3 kap. 1 § hogskolelagen foljer ingen skyldighet for liraren att skapa sidant mate-
rial alls, men manga kommer av pedagogiska skil att gora det i samband med fullgrelsen
av delar av sin undervisningsskyldighet fastin det inte kan krivas av arbetsgivaren, jfr
nirmare nedan under 3.2.2. Se ocksd Wolk (2008) s. 212 f.

% Det tydligaste exemplet i denna kategori torde vara den anstilldes vetenskapliga pro-
duktion, men ocksa liromedel faller tydligt utanfor lirositets nyttjanderitt.
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undervisning, utan undervisar snarare ar efter ar med utgingspunke i
befintliga uppgifter, och samhillsuppdraget fullgérs genom att forskarens
vetenskapliga alster och eventuella lirobocker och forskning publiceras
och pa s sitt blir tillgingliga for omvirlden.®

Vad som giller nir liraren trots allt har skapat upphovsrittsskyddat
undervisningsmaterial ir givetvis av stort intresse, och ska behandlad
nirmare nedan, men det kan dndock vara bra att ha med sig att sadant
skapande inte nodvindigtvis tar i ansprik nagon stérre del av lirarens
arbetstid. Det behiver alltsa inte uppkomma nigon konflikt mellan den
arbetsrittsliga och den upphovsrittsliga regleringen gillande universitets-
lirarens verk, och om konflikten ens uppstir kan den mycket vil gilla
material skapat pd en helt begrinsad del av ldrarens totala arbetstid. Detta
leder till att vi, som jag ser det, redan till en borjan ir i ytterkanten av
tumregelns tillimpningsomrade.

3.2.2  Akademisk fribet och arbetsgivarens (mycket begrinsade) riitt
att leda och fordela arbetet

Eftersom tumregeln i grunden bygger pa kopplingen mellan anstill-
ningsférhallandet och den anstilldes skapande som ett led i fullgérandet
av sin arbetsskyldighet, ir det av betydelse att se nirmare pa lirarens
eventuella skyldighet att skapa undervisningsmaterial. Rollen som uni-
versitetsldrare 4r trots allt inte i alla delar litt att jimfora med jobb dir
arbetsgivarens ritt att leda och fordela arbetet ocksa giller Aur olika upp-
gifter ska utforas. I nigon min kunde det som ofta sammanférs under
beteckningen akademisk frihet sigas std i viss motsittning till arbetsled-
ningsritten. Aven denna motsittning ir av betydelse for frigan om 6ver-
ging av upphovsritt fran lirare till lirosite till foljd av anstillningen.®”

5 Ofta dr det lirositenas verksamhet i relation till exploatering och kommersialisering
av upphovsrittsskyddat material som problematiseras, jfr t.ex. Wolk (2008) s. 206, men
ocksd ateranvindning i den faktiska verksamheten ér av intresse hir.

% Arbetsdomstolen formulerade i AD 2002 nr 87 detta som ett krav om att férfogande-
ritten giller nyttjande av verk som tillkommer som resultat av tjinstedligganden gent-
emot arbetsgivaren. Se ocksd Karnell (1972) s. 33, Godenhielm (1978) s. 327 ff. och
Stromholm (2002) s. 79 f.

7 Se Karnell (1972) s. 35 . om att arbetsgivarens anvisningar om ett verks utformning ir
utan upphovsrittslig betydelse om framstillningen ligger utanfoér den anstilldes tjinste-
anliggande, och att det kan bli nédvindigt att faststilla om den som givit anvisningar
faktiske varit (arbetsritsligt) behérig att ge direkeiv.
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Arbetsgivarens ledningsritt kan i typfallet med universitetslira-
ren sigas vara nirmast obefintlig vad giller den anstilldes forskning.®®
Béde vad som gors till forskningsimne, val av forskningsinriktning och
genomférande,® samt till stor del nir forskningen bedrivs, dr den en-
skildes val.”” Detsamma giller vid produktion av liromedel.”! Vad gil-
ler undervisning kan ldrositet och institutionen givetvis faststilla styr-
dokument, vilka i viss mdn kommer att begrinsa lirarens frihet. Lirositet
kan givetvis ocksd aldgga den enskilde liraren olika undervisningsupp-
gifter.”? Négon ledningsritt avseende innehéllet eller hur liraren viljer
att genomfora sin undervisning foreligger diremot inte.”> Avseende ad-
ministrativa frigor, sdsom till exempel schemalidggning, kursansvar och
resurstilldelning for olika kurser, giller en mer normal och omfattande
arbetsledningsritt, givetvis begrinsad av anstillningsavtalet samt tjins-
tens grundprigel.”4

Lirarens forpliktelser avseende den sorts uppgifter som riknas till
undervisningsdelen av tjdnsten kan ses dels som en skyldighet att fram-
bringa ett bestimt resultat (dyka upp till sin schemalagda undervisning,
skapa en tentamensuppgift, kommentera ett visst antal PM, skriva en
lirarhandledning till ett seminarium et cetera), dels som en skyldighet att
gora s gott den kan i att framstilla dessa resultat. Beddmningen av vad
som ir bra eller déligt avseende innehallet eller sittet att utféra uppgiften,
och vilken form eller utformning resultatet ska ha, gérs diremot till stor
del av den enskilde liraren. Radande for lirarens arbete i detta avseende
dr den akademiska friheten vilken innebir att liraren som utgingspunke
sjilv, om 4n inom ramen f6r gillande reglering av den del av uppgifterna

%S4 ocksd Bruun (1993) s. 158 om kopplingen till arbetstagarens "uppgifter” i samband
med frigan om &vergdng av upphovsritt till datorprogram i anstillningsforhallanden.

6 Jfr sirskile 1 kap. 6 § hogskolelagen och 2 kap. 16 § RE.

70 De flesta lirare har fortroendearbetstid vilket innebir att man utéver schemalagd un-
dervisning och eventuell kontorstid normalt kan utféra sitt jobb nir pa dygnet som man
helst vill, om man bara passar pa att gora tillrdckligt ménga timmar.

71 Se Kielland (2018) s. 50.

72 Nir arbetsgivaren utdver sin arbetsledningsritt dr det dock viktigt att sivil god sed i
anstillningsférhéllanden som likabehandlingsprincip och saklighets- och opartiskhets-
krav som giller i den offentliga sektorn iakttas. Se Svensiter (1991) s. 92.

73 Se Wolk (2008) s. 205 f.

74 Se Glava & Hansson (2016) s. 585 ff. om arbetsledningsritten och dess begrinsningar.
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som utgdr myndighetsutovning, kursplan eller andra formella styrdoku-
ment, har frihet att vilja bide hur och nir uppgifterna ska genomféras.”

Eftersom ldraren som huvudregel sjilv viljer hur den vill fullgora de
uppgifter den har atagit sig eller blivit dlagd, och dirmed ocksé vilken
sorts material som eventuellt ska skapas i samband med detta, maste det
ocksa vara den enskilda lirarens sak att vilja om materialet alls ska an-
vindas, och om det ska dteranvindas, dndras eller helt plockas bort in-
for kommande kursomgingar.”® Fastin liraren exempelvis hallit samma
foreldsningar ar efter ar och har skapat forinspelat material for att ersitta
forelasningarna, behover fullgorelsen av undervisningen inte alls ske ge-
nom att detta material dteranvinds, utan kan likvil ske genom att liraren
i stillet stiller sig upp pé utsatt tid och héller sin foreldsning pa plats i en
hérsal. Att arbetsgivaren i ett sidant fall inte med stdd i arbetslednings-
ritten kan dldgga ldraren att i stillet anvinda det forinspelade materialet
dr uppenbart, precis som att arbetsgivaren inte kan &ligga ldraren att spela
in materialet fran forsta borjan.””

Nigot svarare kan frigan om arbetsledningsritten, och kopplingen
mellan tjanstens innehall och skapandet av upphovsrittsskyddat mate-
rial, bli nir det giller material som skapas mer eller mindre pa direke
bestillning fran arbetsgivaren, som till exempel tentamensuppgifter eller
seminarieuppgifter.”® Det anses normalt ingd i tjinsten som ldrare att
man “tar sin andel” av examinationen, vilken férutsitter upprittande av
tentamensuppgifter, savil som att man tar del av utveckling och upp-
datering av undervisningsmaterial. Det kan dock variera mellan olika

75 Just den akademiska friheten har ocksd framhallits som en central bakgrund till varfor
nigon overgang av upphovsritt i anstillningsférhéllanden inte torde vara aktuellt. Se
SOU 1996:70 Samverkan mellan hégskolan och niringslivet s. 92.

76 Se Wolk (2008) s. 212 f. Forhillandet mellan arbetsgivarens arbetsledningsritt och
den anstilldes lydnadsplikt 4r emellertid komplext. Om liraren anses skyldig att f6lja en
arbetsorder fastin den ligger utanfor arbetsgivarens bestimmanderitt, skulle dock even-
tuella upphovsrittsligt skyddade resultat av sidant arbete tydligt hamna utanfér tum-
regels tillimpningsomride.

771 de flesta fall torde dock tvisten uppkomma pa en annan niva, nimligen mellan kurs-
forestindare — som en slags arbetsgivarforetridare — och enskilda ldrare som kollegor, som
beroende sniva budgetramar for den enskilda kursen och snala avrikningsnycklar for
iteranvindning har motstdende intressen, men da det ut kollegialitetssynvinkel kan vara
svarare for upphovspersonen att std emot ett énskemal om ateranvindning som ur rent
juridisk synvinkel inte kan tvingas genom.

78 Se Karnell (1972) s. 36 om betydelsen av att materialet skapats efter bestillning frin
arbetsgivaren.
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lirositen och institutioner om liraren har sirskilt avsatt arbetstid ("fir
timmar”) f6r sidana insatser, eller om det 4r nagot som ska rymmas inom
ramen for den forberedelsetid som ges i samband med sjilva undervis-
ningen eller inom den resterande del av arbetstiden som ska ticka si
kallad allmin institutionstjanstgdring och att folja utvecklingen pa det
egna damnesomradet. Detta leder oss till frigan huruvida lirositet genom
den 16n som betalas till liraren kan anses ha betalt ocksa for undervis-
ningsmaterial som skapas inom ramen f6r lirarens tjinst.

3.2.3 Berikning av undervisningstimmar och arbetstid

Att det finns anledning att fista vikt vid huruvida liraren kan anses ha
fate betalt for det upphovsrittsskyddade material som skapats inom ra-
men for ldrarens anstillning, hinger samman med att 6verging av upp-
hovsritt till ldrosdtena i annat fall i realiteten skulle bli vederlagsfritt,
nigot som skulle komma i konflikt med de grundliggande principerna
om upphovspersonens ekonomiska ensamritt sdvil som de hinsyn som
tumregeln bygger pa.””

Den arbetsrittsliga utgingspunkten ir att man ska fa betalt for den tid
som man arbetar och att man inte utan sirskild ersittning ska arbeta mer
in vad som foljer av anstillningsavtalet.®® Denna utgingspunke stdr ofta
langt fran den faktiska verkligheten f6r universitetsldraren, dels darfor
att manga helt frivilligt girna ligger mer tid pd att forska dn vad tjidnsten
inrymmer, dels dirfor att det som frimst riknas for arbetsgivaren ar att
man genomfor sina undervisningstimmar — vilka beriknas enligt institu-
tionens egna riktlinjer och oftast oberoende av faktiske forbrukad tid.®!

En undervisningstimme motsvarar normalt flera klocktimmar, och ir
tinkt att ge utrymme for forberedelser och andra undervisningsrelate-
rade uppgifter, dtminstone nir det handlar om salsundervisning. Tillig-
gas bor att minga av de uppgifter som ingir i tjinsten inte finns med i
riktlinjerna f6r berikning av undervisningstid, fastin det kan handla om

79 Se forutom AD 2002 nr 87 och Karnell (1972) s. 35, t.ex. Glavd & Hansson (2016)
s. 509 ff.

80 Se Kaillstrdm & Malmberg (2016) s. 204 f. Ersittningsfragor ir dock inte reglerade i
lag i svensk ritt, utan foljer normalt av kollektivavtal. Se Glava & Hansson (2016) s. 602.
81 Det varierar hur stor andel av tjinsten som utgdr forskning, men dtminstone vid ju-
ridiska institutioner i Sverige dr det inte ovanligt att undervisningsskyldigheten utgor
70-80 % av arbetstiden och att grinsen mellan arbetstid och fritid suddas ut. Se ndgot
nirmare om verk som skapats utom arbetstid Svensiter (1991) s. 389 f.
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undervisningsrelaterade uppgifter. Huruvida den enskilde faktiskt behévt
anvinda all férberedelsetid for att kunna genomféra undervisningen vil
eller inte, eller behovt annu mer, varierar frdn person till person. Normalt
sker dock ingen redovisning av arbetstid utéver den som gottskrivs som
undervisningstid, och huruvida det alls finns utrymme inom ramen fér
redan tilldelad undervisningstid att genomféra andra uppgifter an den
aktuella undervisningen kan i normalfallet bara den anstillde sjilv ha
nigon uppfattning om.

Den lirare som ir ny pa en kurs fir till exempel rikna med att ligga
mer tid pé att forbereda och genomfora sin undervisning 4dn vad som
ingar i tjdnsten, medan den erfarna liraren som undervisat pd samma
kurs i flera &r kan gi “med vinst” varje ging som kursen ges. Att man fir
samma antal timmar i forberedelsetid oavsett om man ir oerfaren eller
rutinerad, och oavsett om man genomfér samma undervisning ar efter dr
eller om man vixlar mellan kurser och stindigt behover sitta sig in i nya
sddana, och kanske till och med behdver skapa nytt material, ir ett sys-
tem som kan leda till suboptimering.®* Samtidigt anser nog de flesta att
verksamheten inte skulle fungera vil om man i stillet beriknade arbetstid
utifran principer om faktiskt nedlagd tid for de olika uppgifterna som ska
utféras. Snarare skulle ett sadant system sannolike leda till en lednings-
mardrém och nirmast odverstigliga samordningsutmaningar, och dven
da skulle en pétaglig risk for suboptimering foreligga.®

Om léraren far undervisningstimmar for att skapa material, exempel-
vis seminarie- eller tentamensuppgifter, torde det emellertid ligga inom
arbetsgivarens arbetsledningsritt att dldgga liraren en sadan uppgift pa
samma sitt som arbetsgivaren kan kriva att liraren héller en bestimd
forelisning eller genomf6r seminarieundervisning inom ramen fér den-
nes undervisningsskyldighet.34 Liraren skulle d4 vara skyldig att gora sitt

82 Det blir i hdg grad upp till den enskilde att sjilv avgdra hur mycket tid som liggs pa
att utveckla och forbittra undervisningsmetoder, material och sig sjilv som lirare — och
sddant arbete ger som huvudregel inga timmar. Den som gér minst méjligt av det som
inte mits i inrapporteringen av undervisningstimmar fir mer tid till forskning och annat
in den som anvinder “6verbliven” tid frin forberedelserna eller mer for att utveckla och
forbittra undervisningsmaterial.

8 Eftersom ndgot yttre incitament till effektivisering av arbetet da skulle saknas, vore
risken att onddigt mycket tid liggs pd att genomfora arbetsuppgifterna eftersom detta
skulle leda till att den totala arbetsbérdan reduceras.

84 Sirskild ersittning, om 4n i form av timmar, som uttryckligen avser framstillning av
ett bestamt resultat fir i sammanhanget anses som en bestillning, se Karnell (1972) s. 36.
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bista for att skapa ett — enligt sin uppfattning — si bra resultat som moj-
ligt i ett — enligt sin uppfattning — limpligt format.

Det som rent arbetsrittsligt kan krivas dr emellertid att liraren gor
sitt bista for att fullgora sina uppgifter inom de anzal timmar som ryms i
den del av tjinsten som hinfor sig till undervisningsskyldigheten.®> Det-
samma giller nir framstillningen av material sker efter en sirskild bestill-
ning. For de flesta lirare torde det dock vara uteslutet att skicka ivig en
text eller hélla en féreldsning innan man 4r n6jd med resultatet, fastin
detta kan kriva visentligt mer tid 4n den som ges i avrikning. I synner-
het torde detta gilla om det ror material som ldtt kan ateranvindas, och
som riskerar att spridas i strre utstrickning dn vad ldraren tinke eller kan
kontrollera.®® Hir gors en av de tankar som ir sirpriglad for upphovsrit-
ten och som motiverar det ideella skyddet for upphovspersonen tydlig,
niamligen att den sorts verk som skyddas girna uppfattas som néigot per-
sonligt for upphovspersonen.®’

Fastin arbetsgivaren kan aligga liraren att pa ett visst antal timmar
gora sitt bista for att skapa 6nskat material, kan liraren inte tvingas att
limna ifrdn sig arbetet om denne inte blivit ndjd med resultatet efter
att ha utnyttjat den tilldelade tiden.®® P4 denna punke skiljer sig salsun-
dervisning tydligt 4t frin skapandet av material som kan ateranvindas.
Det ir inte tveksamt att liraren kan dlidggas genomfora viss undervisning
inom den dmnesinriktning som anstillningsavtalet anger, och det giller
oavsett om ldraren kinner sig redo for det aktuella undervisningspasset
eller inte. Det kan visserligen vara krivande att behéva sta i en sal och
foreldsa om forberedelsetiden inte har ricke till, men en sidan situation
ar relativt snabbt avklarad och nagot som i en mycket begrinsad utstrick-
ning f6ljer lararen vidare pa det sitt som verk framstillda i skrift eller som
ir fingade pa ljud eller film kan gora. Fastin det normalt inte framgir
vem som skapat seminarie- eller tentamensuppgifter dr det internt ofta

8 Se Glavd & Hansson (2016) s. 506 om arbetstagarens allmiinna arbetsrittsliga skyl-
digheter.

8 Att det inte innebir asidosittande av ens skyldigheter enligt anstillningsavtalet atc
lagga ytterligare arbetstid pa sadana uppgifter borde vara uppenbart — dtminstone inom
den tidsram som star till nigot si nira fritt forfogande. Mer problematiskt blir det om
man skulle behéva anvinda sin forskningstid, detta eftersom forskning ocksd ingér i ar-
betsbeskrivningen for de flesta lirare.

87 Se SOU 1956:25 s. 85.

8 Det ir trots allt upphovspersonen som avgdr nir ett verk ska offentliggiras, se Bernitz

m.fl. (2020) s. 73 fI. jfr NJA 1985 s. 893.
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kint vem som skapat vilka uppgifter. Detta innebir att liraren kan ha
ett lika skyddsvirt behov av att inte tvingas offentliggdra ett sadant verk
forrin han eller hon anser det redo for offentliggérande, som vid skapan-
det av andra verk.

Visserligen vill lirare normalt gora sitt yteersta for att skapa bra un-
dervisningsmaterial oberoende av om timmarna som utgir ticker den
krivda arbetsinsatsen eller inte. Men om berikningsnyckeln blir alltfor
snél skulle det, sirskilt i kombination med en utévning av arbetsled-
ningsritten, kunna leda till mycket daliga resultat. Mot denna bakgrund
ir det inte 6verraskande att det girna blir den enskilde lirarens val om
den vill éta sig att skapa material som kan dteranvindas, och att sadant
skapande i s3 fall sker nirmast oberoende av det antal timmar som utgir
for arbetet. Den som har ett lingsiktigt perspektiv vet att det extra arbete
som utfors vid en tidpunke, dtminstone till viss del betalar sig senare, till
exempel genom att man &ver flera r har skapat material som kan juste-
ras, omarbetas och dteranvindas, och att behovet for forberedelser redu-
ceras nir man vil undervisat ett moment nigra ganger. Den som ir villig
att ldgga ner extra tid dd nytt undervisningsmaterial skapas skulle ocksa
kunna tinkas "fa tillbaka” tiden senare genom att ateranvinda materialet
till en ligre tidsmissig insats in timmarna som da utgar.®’

Systemet forutsitter emellertid att de anstillda accepterar att risken
for savil kvalitet som tidsatgang i ndgon mening ligger pa den enskilde.
Detta kriver en hog grad av tillit mellan arbetsgivare och arbetstagare,
dtminstone om man vill frimja innovation och utveckling av nytt mate-
rial och nya undervisningsmoment.”® Denna praktiska verklighet inne-
bir ocksa att det, bade for lirare och lirosite, kan vara oklart och nira
omdjligt att identifiera om, eller nir, liraren kan anses ha ”tjanat in” den
tid som gatt it for att skapa visst undervisningsmaterial. Ytterligare kom-

8 Genom att besluta om egna berikningsnycklar for dteranvindningen av férinspelat
material kan man ge tydliga incitament som antingen frimjar eller férhindrar att en lirare
ligger den tid som behovs for att skapa nytt och fér indamaélet limpligt material, efter-
som denne da redan pa forhand kommer att veta om man kommer, eller inte kommer, f&
avrikning for insatsen lingre fram.

% Just férhillandet mellan upphovsritten och énskemalen om innovation, kad virde-
skapning och hantering av de stora immateriella tillgingarna inom hégskolesektorn har
tydligt kommit till uttryck i flera av de utredningar som genomférts pd omridet. Se t.ex.
SOU 2020:59 Innovation som drivkraft — frin forskning till nytta s. 67 med vidare hin-
visning till SOU 1992:7 Kompetensutveckling en nationell strategi och SOU 1998:128
Samverkan mellan universitet och samhillet i évrigt.
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plicerad blir bed6mningen allt eftersom uppdateringar krivs eller andra
dndringsbehov uppkommer, vilka i sig leder till ytterligare tidsatging. Att
identifiera om upphovsrittsskyddat material som skapats inom ramen for
en universitetsldrares tjanst ocksa rent faktiskt tickts in av den arbetstid
som l6nen avses utgora betalning for, skulle alltsd forutsitta konkreta,
och sannolikt komplexa, bedomningar i det enskilda fallet. I sig utgor
detta ett tydligt argument mot att nagon foérfoganderitt till undervis-
ningsmaterial skapat inom ramen f6r en tjinst rent allmént ska 6verga till
larositet med stdd av tumregeln.

3.2.4  Lirositenas behov av att kunna nyttja undervisningsmaterial
skapat av dess lirare

Sirskilt pa storre utbildningar kan det vara nédvindigt med en hel del
undervisningsmaterial som ska kunna anvindas av olika lirare, och girna
over lingre tid. Nir sddant material skapas ar det ofta forutsatt frin bade
lirosdtets och ldrarens sida att det kommer att anvindas pa ett specifike
sdtt som ocksa innebir ateranvindning, och det dr inte ovanligt att upp-
hovspersonens namn inte ens framgar nir uppgifterna anvinds.”' Det-
samma giller vid tentamensuppgifter och i vissa fall dven tentamenskom-
mentarer, som pa grund av deras karaktir som examinerande moment
och dirmed underlag f6r myndighetsutévning kommer att behéva hallas
tillgingliga dven efter att de anvints.”? Ett av de hinsyn som tumregeln
bygger pa dr arbetsgivarens legitima behov av att for sin verksamhet er-
halla nyttjanderitt till det upphovsrittsskyddade material som skapats av
de anstillda i utbyte mot den 16n som betalas.”

91 Vilket ju, i nigon mening, utgdr ett brott med den tydliga upphovsrittsliga huvud-
regeln om att upphovspersonen enligt 1 kap. 3 § upphovsrittslagen ska namnges. Sam-
tidigt kan man se det sd att det i dessa fall finns en sedvinja som innebir att det ir i linje
med god sed att inte namnge upphovspersonen i materialet som gors tillgingligt for
studenterna. De flesta lirare pa utbildningar med stora studentkullar skulle nog ocksa
kunna se vissa fordelar med att inte bli identifierade.

92 Denna sorts material fir anses utgdra allmin offentlig handling som kan begiras ut av
envar, vilket dock inte ger ritt att anvinda materialet pd ett sitt som innebdr upphovs-
rdttsintrang.

93 Se nagot nirmare Svensiter (1991) s. 362 ff. om behovskriteriet. Flera av de rikelinjer
som man kan hitta exempel pa hos svenska lirositen idag foresprikar en helt onyanserad
och visentligt mer langtgdende dverging av upphovsritt 4n vad som torde f5lja av tum-
regeln. Tydliga rikdinjer kan visserligen medverka till att det bildas en sedvinja kring vad
som giller, vilken dels kan tinkas utgdra tolkningsunderlag och dels ge innehill il en
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Man kan tinka sig olika sitt pa vilka ett nyttjande av undervisnings-
material skulle kunna vara av betydelse for lirositet. Den kanske mest
langtgiende varianten ir att lirositet vid undervisningen av nya studen-
ter vid senare terminer rentav ateranvander material som har skapats av
ldrare i ett tidigare skede. Ett annat sitt att nyttiggora sig undervisnings-
materialet handlar snarare om internt bruk for att sikerstilla kontinuitet
i verksamheten och underlitta for nya lirare. Till exempel kan tidigare
foreldsningsbilder vara av stort virde for den ldrare som 4r ny pa en kurs
och som sjilv ska skapa nya foreldsningar eftersom bilderna ger en 6ver-
sikt 6ver de dmnen och den tematik som tidigare hanterats inom ramen
for den aktuella foreldsningen eller den aktuella kursen. P4 motsvarande
sitt kan forinspelade foreldsningar, seminarieuppgifter eller annat mate-
rial anvindas internt, utan att det innebdr att materialet anvinds igen 7
undervisningen.

Denna sorts informationsformedling a7 i vissa fall tinkas ske utan att
det forutsitter nigon exemplarframstillning utéver den som redan gjorts
av den ursprunglige liraren i samband med uppladdning pa lirositets
larplattform vid en tidigare kursomging, dock forutsitter det ofta att
en digital kopia skapas vid nedladdning och eventuell vidarebefordran
till aktuell personal. Gemensamt ir att det handlar om anvindning for
enskilt bruk, om 4n inom ramen fér verksamheten. Upphovsrittsligt gil-
ler emellertid som huvudregel samma utgingspunkt fér exemplarfram-
stillning s linge anvindningen sker som del av en professionell verk-
samhet och inte for privat bruk.”® Huruvida det handlar om rent intern
anvindning eller dessutom anvindning i undervisningen kan dock ha
betydelse nir man ska avgora frigan om 6vergang av nyttjanderitt med
stdd av tumregeln. Fortsatt intern anvindning torde nimligen vara vi-
sentligt mer vanligt férekommande, och for upphovspersonen mindre
krinkande, 4n ateranvindning i undervisningssituationer.

I normalfallet, dtminstone s linge som upphovspersonen ir fortsatt
anstalld vid ldrositet, torde det vara sillsynt forekommande att ldraren
skulle vilja férhindra att material som denne har skapat anvinds som

eventuell tumregel pa omradet. Det dr emellertid inte nog att rikdlinjerna finns och stir
dir utan att ifrdgasittas, utan man mdste i si fall ocksé visa att de rent faktiskt efterlevs
over tid. An sa linge ir det litet som tyder pa att s ir fallet for de riklinjer som giller vid
svenska ldrositen idag.

%% Se nirmare Olsson & Rosén (2018) avsnittet om 2 kap. 12 § forsta stycket upphovs-
rittslagen om 4dndringarna i bestimmelsen till f6ljd av inférlivandet av Infosocdirektivet
(2001/29/EG) och kopplingen till reglerna om avtalslicenser.
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inspiration for kollegor eller till annat internt bruk. Giller det enklare
forelisningsbilder, seminarie- eller tentamensuppgifter som redan “for-
brukats” bor samma sak gilla dven efter att ldraren har avslutat sin anstill-
ning, och for seminarie- och tentamensuppgifter sannolikt oberoende av
om materialet anvinds vidare i verksamheten riktad till studenterna eller
endast internt.

I dessa fall kan man tinka sig att lirositet i viss man 4ger ritten att
nyttja materialet eftersom det limnats 6ver till lirositet under férutsitt-
ning att det anviinds pi ett bestimt sitt, dtminstone om ldraren har fitt
timmar for skapandet. For insatser som ersitts utifran fasta tariffer for be-
rikning av undervisningstid, kan det presumeras att lirositet erhéller viss
nyttjanderitt till materialet som skapats, som i vissa fall ocksa innefattar
ateranvindning i undervisningssituationen. Om man vill kalla detta for
en f6ljd av en tumregel pa omridet, eller som uttryck f6r ett underforstice
avtal, blir frimst en semantisk friga eftersom avtalet i ett sidant fall — i
brist pa konkreta héllpunkter om annat — far anses innebira ett i tid obe-
griansat samtycke till nyttjande pa det sitt som var vanligt i verksamheten
vid avtalstidpunkten.”

Detta kan dock sigas utgora en utgingspunkt endast om det hand-
lar om en mer konkret bestillning fran arbetsgivarens sida vilken ryms
inom arbetsledningsriitten,96 vilket alltsi forutsitter att lirarens insats
dtminstone rimligen ryms inom dennes arbetstid. Om situationen prig-
las av att lararen felaktigt uppfattat sig vara forpliktad att skapa material
utan att det gottskrivs som undervisningstid, ar risken att liraren implicit
alaggs att jobba mer dn vad som krivs enligt arbetsskyldigheten utan er-
sitening for det. I dessa fall skulle en 6verging av upphovsritt till f6ljd av
anstillningsforhéllandet inte heller kunna motiveras med de hinsyn som
utgor skal for tumregeln.

Ocksd om det giller mer avancerade undervisningsuppligg som ska-
pats pa ldrarens eget initiativ, eller om det rér material avsett for den
aktuella lirarens eget bruk, ir det nog ofta naturligt att tinka sig att l4-
raren har ett intresse av att begrinsa lirositets anvindning av materialet.
Exempel i sammanhanget dr digitala spel och liknande uppgifter eller
forinspelat material dir ldrarens egen rést och eventuellt bild finns med.
Detsamma giller foreldsningar och stéddokument, oavsett format och

% Se liknande Karnell (1972) s. 36 om forhdllandet mellan tumregeln och bestillnings-
fallen.
% Se Karnell (1972) s. 35-36.
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framforande, som oftast ocksd utgor verk som ir avsett for just den egna
personliga anvindningen. I dessa fall fir utgdngspunkten anses vara att
den upphovsritt som eventuellt vergir till arbetsgivaren som mest kan
omfatta ritt att nyttja materialet internt i den mén det behovs for att si-
kerstilla verksamhetens kontinuitet och tjina som inspiration for vriga
anstillda. Nagon mer omfattande nyttjanderitt, till exempel for fortsatt
anvindning i undervisningen, ryms som jag ser det inte av nigon tum-
regel pa omradet utan skulle kriva att det finns konkreta hallpunkter f6r
att en sidan Svergang varit forutsact mellan de bdda parterna.””

Grinsfall kan tinkas finnas, till exempel om lararen erhallit viss tilldel-
ning av timmar for att skapa visst material som ocksa forutsitter en insats
vilken kriver arbete utéver den tilldelningen eller vad ordinarie arbetstid
omfattar, men det leder oss i si fall 6ver till beddmningar om under-
forstidda avtal i det enskilda fallet och inte 6vergang av upphovsritt pa
grund av anstillningsforhallandet som sadant. Pi samma sitt som nir
en tentamensuppgift skapas och anvinds i utbyte mot att ldraren erhal-
ler ett pa forhand faststillt antal timmar, torde det emellertid ligga nira
till hands att tolka situationen si att samtycke till lirositets nyttjande
getts nir liraren har atagit sig och ocksi fullgjort dtagandet. Annorlunda
vore det om arbetet genomforts pa eget initiativ, dir lirositets eventuella
bidrag varit externa medel som anvints exempelvis for att ticka lirarens
kostnader for att kopa in nédvindig utrustning.

3.2.5 Sammanfattning
Det kan i mycket begrinsad omfattning uppstillas en presumtion for att
ldrositet ska erhélla nidgon nyttjanderitt till det undervisningsmaterial
liraren skapat inom ramen f6r sin tjinst. Kombinationen av akademisk
frihet och valfrihet avseende hur den enskilde liraren vill utforma det
undervisningsmaterial han eller hon skapar, savil som individuella skill-
nader i tidsitging och det system f6r berikning av arbetstid som 4r van-
ligt i branschen, gor att omstindigheterna som i andra fall kan motivera
overgang av upphovsritt till f6ljd av anstéllningsforhallandet, inte gor sig
gillande.

I vissa konkreta fall kan man dock identifiera att forutsittningarna
for skapandet 6ver lag sannolikt varit sadana att lirositet kan erhalla rite

97 Se ocksd Karnell (1972) s. 38 situation d om att liraren kan motsitta sig ateranvind-
ning av material tillkommit for bruk i egen undervisning.
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att nyttja materialet dven framgent, trots att ldraren inte sjilv samtycker.
Dels kan detta anses gilla internt bruk av material som tidigare anvints
i undervisningssituationen, dels dteranvindning av material som ldraren
erhéllit undervisningstimmar for att skapa efter konkret forfrigan. Sist-
nimnda typ av material kan di ocksd, i den utstrickning som det vid
tidpunkten for skapandet varit synbart for liraren att dteranvindning var
normalt i verksamheten, dteranvindas i undervisningen dven fortsitt-
ningsvis.”®

3.3  Ett upphovsrittsligt lirarundantag
for universitetsliraren?

Mot bakgrund av den rickvidd som en tumregel pd omradet enligt min
uppfattning kan anses ha framstar behovet av ett upphovsrittsligt ldrar-
undantag som timligen begrinsat. Den 6verging av upphovsritt som
forefaller kunna ske med stod av en tumregel pd omridet motsvarar i
grova drag ocksé de begrinsningar som sannolikt oavsett maste uppstillas
i ett upphovsritesligt lirarundantag.”” En tvirsiker och absolut syn om
att varje dvergang av upphovsritt till lirositena kriver samtycke,'” kan
jag inte se stod for varken i rittskillorna eller de intressen som fortjinar
att beaktas.

Att man inte undviker behovet av att gora en konkret bedomning av
huruvida ndgon upphovsritt gitt over till £6ljd av universitetsldrarens an-
stallningsférhallande genom att dberopa lirarundantaget, innebir att det
i rittsteknisk mening spelar mindre roll under vilken rubrik man gor
bedomningen. Emellertid framstar det f6r mig som rent strukturellt limp-
ligt att forst gora beddmningen av om nigon upphovsritt alls kan 6verga
till larosdtet till f6ljd av anstillningsforhallandet, for att direfter bedéma
huruvida det kan géras undantag frin detta med stod i lirarundantaget.
Mot bakgrund av framstéllningen ovan, skulle en sadan prévningsordning
leda till ett begrinsat behov av lirarundantaget, eftersom det sannolike
inte skulle ge universitetsliraren nagot utokat skydd 4n vad som redan

%8 De flesta riktlinjerna som beslutats vid olika svenska lirositen skiljer inte pd olika
sorters anvindning och ger dirfor uttryck for en tumregel med visentligt storre rickvidd
in det finns fog for.

9 Sandgren (2003) s. 39-40.

100 En s3 absolut syn framgar frimst av Wolk (2011) i hennes rapport fér SULE
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foljer av tumregeln. Atminstone giller det sasom ritesliget och universi-
tetsldrarens arbetssituation ser ut zdag.

Arbetsgivaren kan givetvis, genom att strukturera om sin verksamhet
over tid, tinkas pdverka verksamhetens karaktir pd sd site att ocksd tum-
regelns rickvidd kommer att forindras till nackdel for lirarens ensamritt
till sina verk.'®! Fér denna tinkbara framtida forindring skulle det dock,
som jag ser det, krivas mycket drastiska dndringar av verksamheten f6r
att nagon egentligt utokad mojlighet till 6verging av upphovsritt genom
universitetslirarens anstillning. Sannolikt skulle kombinationen av be-
griansningar i ritten att instruera liraren i utévandet av arbetet, tillsam-
mans med sittet att berikna arbetstid, ocksd innebira att en 4ndring i
hur man genom verksamheten vill nyttiggora sig sina anstilldas verk inte
nddvindigtvis i sig skulle leda till ett visentligt forandrat resultat vid till-
limpning av tumregeln.

Skulle ldrarens arbetssituation dndras pa s sitt att de arbetsrittsliga
argumenten mot dverging av upphovsritt till f6ljd av anstillningsforhal-
landet bleknar, skulle man dock kunna tinka sig att tumregeln kan ge
stdd for en 6kad dverging av upphovsritt. Det kan dirfor inte uteslutas
att ett upphovsrittsligt lirarundantag skulle kunna fa sjilvstindig bety-
delse. Samtidigt skulle det fortfarande, om nu inte verksamheten full-
komligt andrar karaktir och betydande lagindringar genomférs, handla
om en mdjligt utvidgad rit atc nyttja just undervisningsmaterial, men
inte forskning eller andra publikationer.'**

Att det oavsett finns ett upphovsrittsligt lirarundantag som — obero-
ende av tumregelns rickvidd — innebir att nagon Gvergang av upphovs-
ritt frn liraren till lirositet inte sker for forskning eller andra publi-
kationer, torde dock vara uppenbart i dagsliget. Fastin det saknas auk-
toritativa riteskillor som ldrarundantagets existens eller omfattning kan
hirledas ur, har undantaget hanterats som en siker sedvanerittslig regel i

101 Se Rosenmeier (2016) s. 701.

192 Tnterna riktlinjer kan siklart framdver tinkas spela roll som del i en framvixande sed-
vinja med betydelse for den sorts material som ligger inom ramen f6r vad som potentiellt
kan omfattas av den sedvanerittsliga tumregeln. Fér material som oavsett hamnar utanfor
en tumregel, som till exempel forskning och andra publikationer, dyker emellertid rela-
tionen till 2 kap. 16 § RF och 1 kap. 6 § 2 st. 3 hogskolelagen upp, vilka torde innebira
ett behov av stdd i lag eller enskilt avtal om upphovsritt till vetenskapliga texter eller
liromedel skulle 6vergd till arbetsgivaren. Se nidrmare Olsson & Rosén (2018) avsnittet
om Upphovsrittssystemets kulturella och ekonomiska roll m.m. om regleringen i 2 kap.

16 S RE
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ett stort antal utredningar och i doktrinen under mycket ling tid. Fram-
stillningarna innehaller visserligen var for sig i begrinsad utstrickning
nagon djupare analys av undantagets innehéll eller rickvidd och flera
av dem upprepar bara pastdenden som himtats frin andra stillen, vilket
tydligt begrinsar deras vikt som sjilvstindiga riteskillor. Trots den kritik
som kan riktas mot det rittskillestdod som (inte) anforts till stod for ett
upphovsrittsligt lirarundantag, framstar det dndock inte som tveksamt
att det existerar ett sidant undantag pa sedvanerittslig grund nir det gil-
ler forskning och liromedelsproduktion. Nir det giller annat material
som skapas av liraren inom ramen fér hans eller hennes tjinst, forefaller
det ddremot f6r mig som tydligt att frigan om overging av upphovsritt
till f6ljd av tumregeln och ett eventuellt lirarundantag 4r tvé sidor av
samma mynt, som torde leda till samma resultat.
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Liability for Copyright Infringement
and Algorithmic Content Moderation:
A Matter of Proportion

1 Intro

Every day, a staggering amount of new online content is generated. Only
a small amount of that online content is subjected to some form of edi-
torial review before it is posted. Most of that online content is user-gen-
erated, from tweets to all kinds of different media uploads, which are
often posted without any form of scrutiny from another human being
checking the lawfulness of that content. Just to comprehend the sheer
size of it, one set of estimates found that every minute, Facebook users
upload 147.000 photos; users upload 500 hours of video on YouTube;
Reddit sees 479.452 people engage with its content; 456.000 tweets are
posted on Twitter." In order to prevent the Internet from being flooded
with unreliable misinformation, child pornography, copyright-infringing
material and other harmful or unlawful content, an increasing amount
of regulation is generated to cleanse the Internet. However, given the
enormous amount of online content generated, the task of editorial over-
view over all of this content goes beyond human capacity. One would
need another world population to monitor, review and censor the on-
line content produced by our current world population. Where is the
Heracles that can clean the Augean stables of our present-day Internet?
And who should be held liable for the uploading of illegal content? In
this contribution, I will explore this question in relation to the content

! For an infographic on these impressive data, see: Domo, Data never sleeps 8.0 (2020).
<domo.com/learn/infographic/data-never-sleeps-8> accessed 7 August 2021.
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moderation of copyright-infringing material and the controversial Article
17 of the Directive (EU) 2019/790 on Copyright in the Digital Single
Market (DSM Directive)® which establishes a platform liability that, in
practice, seems difficult to avoid without the platform taking recourse to
automated upload-filters.

The concept of copyright protection is to protect creativity and give
copyright holders the power to control reproduction and communica-
tion of their works to the public. The enormous amount of user-gener-
ated content, as mentioned above, can infringe on these rights when it
includes copyright protected content (pictures, text, music, videos, etc.)
that are shared in a way that makes them available for viewing, down-
loading or online distribution.?

Online content sharing has become the subject of extensive regulation,
in order to protect copyright and limit the widespread issue of piracy in
digital spalce.4 As argued by Gorwa, “copyright has historically been one of
the first, if not the first, domain where strong economic interests demanded
technologies to match and classify online content™. In copyright law, a dis-
tinction is made between primary liability for individual copyright in-
fringers, that is, the users that upload copyright protected material, and
secondary liability for third-party intermediaries that facilitate the users
in their copyright infringements, for example, platforms like Facebook or
Twitter. The EU legislative framework already contains instruments that
establish the primary and secondary liability for copyright infringements.
In particular, most jurisdictions have provisions whereby third parties
can be held liable for contributing to copyright infringement by their

2 Directive (EU) 2019/790 of the European Parliament and of the Council of 17 April
2019 on copyright and related rights in the Digital Single Market and amending Direc-
tives 96/9/EC and 2001/29/EC.

3 Brian Fitzgerald et al. Search Engine Liability for Copyright Infringement, in Amanda
Spink, Michael Zimmer (eds), Web Search: Multidisciplinary Perspectives (Information
Science and Knowledge Management, vol. 14 Springer 2008), 104.

4 As per a EUIPO study from 2018, piracy remains a significant problem within the EU,
where the average Internet user accesses pirated content 9.7 times per month in 2018.
In fact, pirated video-material gets over 230 billion views a year, and more than 80% of
global online piracy can be attributed to illegal streaming services. See: <dataprot.net/
statistics/piracy-statistics/> and EUIPO, Online copyright infringement in the European
Union music, films and tv (2017-2018). Trends and drivers (2019). <euipo.europa.eu/
online_copyright_infringement_in_eu_en.pdf> accessed 7 August 2021.

> Robert Gorwa et al. Algorithmic content moderation: Technical and political challenges in
the automation of platform governance (Big Data & Society Vol. 7 2020).
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users. The rationale behind such provisions is that these third parties are
often in a better position to discourage infringement, by implementing
mechanisms to monitor infringers’ activity or, at least, making it more
difficult to share copyright protected works.®

In particular, the often mentioned and debated Article 17 DSM Di-
rective contains an obligation for certain type of intermediaries — i.e.
Online Content Sharing Service Providers’” — to ensure that copyright
infringing uploads made by their users on their platforms are prevented
and/or removed through content-filtering procedures, which are based
either on information sent by the rights holders or on automatic pre-
ventive filtering. If these Intermediaries are not proactive in moderating
content and removing infringing uploads, they could be directly liable
for copyright infringement.

The main problem for these Intermediaries in complying with the law
is the aforementioned immense number of uploads generated daily by
their users. Furthermore, things are complicated by the fact that content
may be created in one country and viewed in another, thus requiring
that Intermediaries create and enforce different legal requirements and
cultural policies for each country.

Such requirements for content moderation can only be manageable,
thanks to automated filtering technologies based on artificial intelli-
gence.® Artificial Intelligence (AI) can play a fundamental role in fight-
ing online copyright infringements, thanks to its ‘predict and prevent
approach: algorithms have the ability to rapidly analyse huge amounts

© On the economics of intermediaries’ liability for copyright infringement, see: Douglas
Lichtman and William Landes, Indirect Liability for Copyright Infringement: An Economic
Perspective (Harvard Journal of Law & Technology Vol. 6 2003).

7 Although there is a plethora of online intermediaries, each different definition and
functions (e.g. Internet service providers, search engines, social media platforms, web
hosting providers, etc.), this paper focuses only on Online Content Sharing Service Pro-
viders. These Intermediaries are not a new category of online providers in a technological
sense. They are instead a new legal category regulated by a body of provisions from the
E-Commerce Directive, the InfoSoc Directive, the Enforcement Directive and the DSM
Directive. For the sake of readability, they will be referred to by the general term of ‘In-
termediaries’.

8 For a detailed overview of the various filtering technologies, see the study requested
by the JURI Committee to Giovanni Sartor, Andrea Loreggia: Policy Department for
Citizens' Rights and Constitutional Affairs, The Impact of algorithms for online content.
“Upload  Filters” (2020), 35 <europarl.europa.cu/thinktank/en/document.html?refer-
ence=IPOL_STU(2020)657101> accessed 7 August 2021.
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of data, identify patterns and proactively make predictions to evaluate
if a work contains infringing content. When an algorithm identifies a
content as potential copyright infringement, it can automatically proceed
with an algorithmic assessment to decide on the best actions to take:
these actions are preventive means to either filter the content or to re-
move the infringing works. The expanding liability of Intermediaries for
copyright infringing content posted by their users is pushing the latter to
foster the development of Al algorithms (alongside human reviewers) to
optimise a speedy detection and removal system.’

Nevertheless, Al is not a panacea for all online infringements. The
use of Al algorithms by Intermediaries to automatically moderate online
content in order to limit their liability has been criticised due to the
serious danger of Al likely leading to over-blocking of lawful content,
as a collateral effect to automated decision-making. In fact, Al is still in-
capable of properly interpreting context-related uses, and distinguishing
between lawful and unlawful uses, in particular, for cases that might fall
under one of the exceptions or limitations provided for by national copy-
right legislation (such as parody or criticism). Over-blocking based on
automated upload filters could thus result in potential limitations to and
infringements on fundamental rights (for instance, the right to freedom
of expression and of the arts) and basic principles of EU law (such as
proportionality and legal certainty).

After having briefly presented the topic of discussion in this introduc-
tory Section 1, I will proceed to present in Section 2 the characteristics
of Al-based mechanisms for automated algorithmic content moderation
and then to introduce technical limitations of Al when used by Inter-
mediaries for the private governance of their platforms. Subsequently,
in Section 3, I will illustrate the EU legal framework for Intermediaries’
liability, focusing in particular on the application of the aforementioned
Article 17 DSM Directive, its safe harbour exceptions — which limit In-
termediaries’ liability — and the mandatory exceptions and safeguards
created to strengthen the rights of copyright holders. Furthermore, I will
present a critical analysis of how privately operated algorithms for con-
tent moderation might fail to appropriately balance the protection of
copyright and fundamental rights, due to inherent limits and flaws of the
technology. At last, I will draw conclusions in Section 4, together with

9 Kirsten Gollatz et al., The turn to artificial intelligence in governing communication online
(SocArXiv, 2018). <osf.io/ preprints/socarxiv/vwpcz> accessed 7 August 2021.
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speculations over further development needed for Al-based mechanisms
to obtain a suitable balance between copyright protection and legal cer-
tainty on Intermediaries’ liability.

2 Turning to Al for algorithmic content
moderation at scale

As governments, advertisers, and users’ pressure on major Intermediaries
is growing, both companies and legislators are searching for technical
solutions to the difficult puzzle of Intermediaries’ governance and online
content moderation against copyright infringement. Intermediaries have
to handle an enormous volume of data due to the “stratospheric” quantity,
velocity, and variety of content consumed online,'” which makes it im-
possible for them to only rely on prompting human review.

In recent years, Al has been deployed by Intermediaries to reduce the
reliance on users to flag content for review, to automatically being able
to remove allegedly infringing content, or even filter it out before it is
uploaded.'" As accurately described by Gillespie, “this link between plat-
Sforms, moderation, and Al is quickly becoming self-fulfilling: platforms have
reached a scale where only Al solutions seem viable; Al solutions allow plat-
Jforms to grow further.”?

2.1 'The promise of Al

Al plays an important role in shaping online content moderation and in
helping Intermediaries enforce content moderation with legal certainty,
thus determining and proving more clearly where their liability origi-
nates or ends. In fact, to stay on the safe side, it might be easier for In-
termediaries to hold a ‘block-first, verify-later’ approach, algorithmically
blocking all content that could, even remotely, be infringing copyright.
Nevertheless, this would lead to a serious risk of over-blocking lawful
contents (as presented in section 3.1 below), which goes against the pur-

10 Tarleton Gillespie, Custodians of the Internet: intermediaries, content moderation, and
the hidden decisions that shape social media (Yale University Press 2018).

11 Op. cit. Kirsten Gollatz (2018).

12 Tarleton Gillespie, Content moderation, AL, and the question of scale (Big Data & Soci-
ety Vol. 7 2020) 2.
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pose of balancing copyright of the rights holders with the rights of users
to consume and share lawful content online, without unduly restricting
freedoms as collateral effect. This is where algorithmic content modera-
tion and Al come into play.

Algorithmic content moderation can be defined as a governance mech-
anism enforced by Intermediaries, which use classification of user gener-
ated content to implement appropriate choices on how members of a
community engage with each other and how content is shared, exploited
or removed (e.g. through governance outcomes of removal, geo-blocking,
account takedown)'. It requires the collection of massive amounts of
data from uploaded content and the application of data analytics tech-
niques to identify patterns and make predictions on the best actions to
take, to achieve the given governance goals. In the case of online copy-
right, these goals are to proactively detect, or automatically evaluate
whether it contains infringing content, then proceeding with preventive
filtering or removal.!4

Digital and computational methods can be combined usefully with
statistical and rich qualitative methods to obtain successful large-scale
algorithmic content moderation. These methods span from simpler
technical approaches, including keyword filtering (i.e. scanning of a text
to identify blacklisted words or phrases stored in a database) and hash
matching (i.e. generation of a unique digital fingerprint for previously
detected harmful images and videos, to which every new upload is com-
pared to verify its harmfulness),'> to more sophisticated machine learn-
ing-based systems, such as natural language processing (i.e. field of study
aiming to enable algorithms to comprehend texts in a more extended

13 Robert Gorwa et al. Algorithmic content moderation: Technical and political challenges in
the automation of platform governance (Big Data & Society Vol. 7 2020).

14 The concepts of proactive detection and automated evaluation are mentioned in a
variety of policies and legislations: e.g. “monitoring obligations” (article 15 Directive
2000/31/EC), “notice and stay-down”, “upload filtering” (European Digital Rights,
Copyright directive: Upload filters strike back. Protecting Digital Freedom (2019), “auto-
matic detection and removal of content” (Conclusions. EUCO 8/17, par. 2, European
Council meeting (22 and 23 July 2017). See Emma J. Llanso, No amount of “Al” in content
moderation will solve filtering’s prior restraint problem (Big Data & Society Vol. 7 2020).
15 See e.g. Microsoft’s PhotoDNA tool. <microsoft.com/en-us/photodna> accessed 7 Au-
gust 2021.
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way, closer to the way humans understand text and its context),'® and
optical character recognition (i.e. identification of text in an image and
conversion of it into machine-readable format).

Moreover, Al approaches to image and video analysis can be used to
detect the presence of pre-identified objects, scenes or elements, such as
symbols or logos (i.e. object recognition is the identification of specific
pre-defined object classes within an image), for semantic segmentation
(i.e. detection and identification of harmful objects and their location
by pixels analysis) and scene understanding (i.e. identification of scenes
within images, by comparing their dimensional representation to other
objects in the image). Other deep-learning methods enable techniques
for audio channel separation (i.e. separation of audio sources for deeper
analysis) and hash-matching (i.e. identification of audio by comparison
to previously categorised audio tracks within a database)!’. The use of
these Al-based technologies allows us to limit the circumvention of fil-
tering by slight alteration of the content in video, images and text (e.g.
cropping an image, adding a filter, modifying the lighting conditions or
resolutions, rotating/skewing of an element, or modifying the caption
could defeat the filter’s ability to identify an infringing content).

Al-based algorithms have been deployed in a variety of contexts to
protect intellectual property rights. The first example to mention is the
‘BookID’ system used by Scribd, the subscription-based digital library of
e-books and audiobooks. It is described as a system that “algorithmically
analyses computer-readable text for semantic data (such as word counts, letter
[frequency, phrase comparisons and so on) that it then encodes into a digital
“fingerprint”. It scans every document uploaded to Scribd and removes those
that have the same, or a substantially similar, fingerprint. BookID’s approach

16 For instance, Google & Jigsaw’s Perspective API is an open-source toolkit that allows
Intermediaries and users alike to use its machine learning models to evaluate the “toxic-
ity” of a post or comment. <perspectiveapi.com/>accessed 7 August 2021.

17 For a broader analysis, see: Cambridge Consultants for UK OfCom, Use of Al in Con-
tent Moderation, (2019), <ofcom.org.uk/research-and-data/internet-and-on-demand-re-
search/online-content-moderation> accessed 7 August 2021; Emma Llanso et al., Artifi-
cial intelligence, content moderation, and freedom of expression, In: Transatlantic Work-
ing Group on Content Moderation Online and Freedom of Expression (IViR 2019) <ivir.nl/
publicaties/download/AI-Llanso-Van-Hoboken-Feb-2020.pdf> accessed 7 August 2021.
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reduces misidentifications and enables the detection of infringing works even
if they have been altered to some degree.”'®

Similarly, Amazon’s ‘Project Zero’, powered by a machine learning al-
gorithm, continuously scans product listing updates to proactively re-
move suspected counterfeits, based on logos, trademarks, and key data
provided by its partnering brands."

A final example: YouTube has experimented since 2006 with a volun-
tary, automated content monitoring system called ‘ContentID’, which
is formally and procedurally independent from its notice-and-take-
down-process (legally necessary to satisfy its obligations under the safe
harbour regimes and limit its liability for copyright infringing content
uploaded by its users). This algorithm operates on a ‘predict and prevent
approach, using a digital fingerprint system: it detects the matching be-
tween a newly uploaded video and a protected work, going as far as to
monitoring live chats and video meta-data to predict whether an audio or
video is a copyright-infringing live stream of sports games. Once a match
has been found, rights holders are notified, and they have the ability to
either block or take down the content®®; a third option is to receive a
portion of the advertising revenue from the uploaded content.

2.2 Technical limitations and conflicts of private
governance of platforms

In an interesting analysis, Elkin-Koren presents how “overall, content
moderation by Al reflects the rise of unchecked private power, which may
escape traditional checks and balances intended to ensure that power is exer-
cised in the interest of society at large”*'. As automated, privatised, algorith-

18 Scribd, About the BookID™ Copyright Protection System, 2021 <support.scribd.com/
he/en-us/articles/360037497152-About-the-BookID-Copyright-Protection-System> ac-
cessed 7 August 2021.

Y Amazon, Project Zero leverages the combined strengths of Amazon and brands to
drive counterfeits to zero, 2021 <brandservices.amazon.se/projectzero> accessed 7 August
2021.

20" According to YouTube “over 98% of copyright issues are handled through Content ID,
rather than the notice-and-takedown process. [...] as it automatically identified the work and
applied the copyright owner’s preferred action”. See Google, How Google Fights Piracy, 2018
<storage.googleapis.com/gweb-uniblog-publish-prod/documents/How_Google_Fights_
Piracy_2018.pdf> accessed 7 August 2021.

21 Niva Elkin-Koren, Contesting algorithms: Restoring the public interest in content filtering
by artificial intelligence (Big Data & Society Vol. 7 2020), p. 2.
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mic content moderation systems are more frequently used by Interme-
diaries for online governance, scholars have raised the concern that these
algorithms might take over decision-making power normally assigned to
courts and administrative agents.”? In fact, as described by Heldt in a
recent work, algorithmic content moderation systems are endowed with
censorial power, bypassing traditional checks and balances secured by the
law.?

Anticipating what will be discussed more in depth in the following
section, it is noteworthy to highlight how these Al-based moderation
systems are controversial because of the risk of unduly restricting freedom
of expression and of the arts, which are bestowed over users to access,
experience and share creative content online (e.g. through scientific pub-
lications, cultural assets and news reports)24.

Consequently, another issue arises from the potential negative out-
comes of using algorithms for copyright enforcement, due to prioriti-
zation of efficiency over accuracy,” which might lead to potential misi-
dentification and over-blocking. As seen further on, algorithmic content
moderation faces extensive challenges when context needs to be consid-
ered to interpret the meaning of different formats (such as text, images,
video or audio). In fact, these heavily automated systems lack contextual
sensitivity, having difficulty in identifying subtlety, sarcasm and subcul-
tural meaning,?® as well as in detecting context and exceptions or limita-
tions provided by the law.

First, limitations arise from the opaqueness of Al algorithms, which
makes it harder to ensure that users’ rights are adequately protected.
There are multiple sources of opacity: to begin with, algorithms and data
are often protected as trade secrets, preventing public access in order to

22 Adam Bridy, Copyright’s digital deputies: DMCA-plus enforcement by internet in-
termediaries. In: John Rothchild (eds.) Research Handbook on Electronic Commerce Law
(2016), 185-208.

% Amélie Pia Heldt, Upload-filters: Bypassing classical concepts of censorship (JIPITEC 10
(1) 2019).

24 Op. cit. Emma Llanso (2019).

% Joanne E. Gray, Google Rules: The History and Future of Copyright under the Influence of
Google (Oxford University Press 2020).

26 Natasha Duarte et al., Mixed messages? The limits of automated social media content
analysis, Proceedings of the 1st Conference on Fairness, Accountability and Transparency
(PMLR 81:106-106, 2018) <cdt.org/wp-content/uploads/2017/11/Mixed-Messages-
Paper.pdf> accessed 7 August 2021.
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determine why one piece of content, rather than another, has been sub-
jected to removal.

Secondly, automated decision-making frequently occurs by means of
so-called ‘black box™ algorithms whose predictions are often difficult to
interpret — even for the data scientists who designed the system. More-
over, there are additional concerns about transparency, accountability
and protection of fundamental rights since the data and training models
are often kept confidential by Intermediaries who seek to avoid public
scrutiny. In fact, machine learning algorithms are only as good as the
datasets they are trained on: if training data does not include a represent-
ative number of examples of different languages and different groups or
minorities, there will be significant risks of bias and erroneous classifica-
tions of underrepresented groups.?’

Finally, the accuracy of these algorithms is oftentimes embellished:
while some Intermediaries indeed use Al for preventive content mod-
eration, most only use a sophisticated version of hash/pattern matching,
which could hardly be included under the definition of Al, except under

the broadest possible one?®.

3 Principles of secondary liability of online
Intermediaries

As governments and users alike continue to strengthen their pressure over
Intermediaries to take a more active role in moderating online content,
it becomes increasingly important to deploy proper mechanisms to hold
Intermediaries to account for copyright infringements originating on
their platforms. Throughout the years, various EU and national copy-
right legislations® introduced provisions to encourage Intermediaries to

27 Op. cit. Tarleton Gillespie (2018).

28 Researcher Julian Togelius addresses this question well in his blog post: “7here is no
such thing as an artificial intelligence. Al is a collection of methods and ideas for building
software that can do some of the things that humans can do with their brains. Researchers
and developers develop new AI methods (and use existing AI methods) to build software (and
sometimes also hardware) that can do something impressive, such as playing a game or drawing
pictures of cats”. See Julian Togelius, Some advice for journalists writing about artificial in-
telligence (2019) <togelius.blogspot.com/2017/07/some-advice-for-journalists-writing.
html> accessed 7 August 2021.

2 In the EU, safe harbour provisions were initially introduced with the ‘E-Commerce’
Directive 2000/31/EC.
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develop automated mechanisms to moderate online content in exchange
for exemption from liability for content posted by their users. Recently,
this Intermediaries’ liability regime has been revised by Article 17 of the
DSM Directive. This provision is indeed one of its most controversial
provisions, and its new liability regime can be summarised as follows.
First and foremost, what is special about Article 17 is not the character-
isation that certain Intermediaries perform acts restricted by copyright,*
rather how it treats the liability of these Intermediaries.’! Article 17(1)

30 This is already provided for by Article 3 of the ‘InfoSoc” Directive 2000/29/EC, and
CJEU case law.

31 Article 17(1) to (4) DSM Directive on the use of protected content by online con-
tent-sharing service providers states that:

“1. Member States shall provide that an online content-sharing service provider performs an
act of communication to the public or an act of making available to the public for the purposes
of this Directive when it gives the public access to copyright-protected works or other protected
subject matter uploaded by its users.

An online content-sharing service provider shall therefore obtain an authorisation from
the rightholders referred to in Article 3(1) and (2) of Directive 2001/29/EC, for instance by
concluding a licensing agreement, in order to communicate to the public or make available to
the public works or other subject matter.

2. Member States shall provide that, where an online content-sharing service provider 0b-
tains an authorisation, for instance by concluding a licensing agreement, that authorisation
shall also cover acts carried out by users of the services falling within the scope of Article 3 of
Directive 2001/29/EC when they are not acting on a commercial basis or where their activity
does not generate significant revenues.

3. When an online content-sharing service provider performs an act of communication to
the public or an act of making available to the public under the conditions laid down in this
Directive, the limitation of liability established in Article 14(1) of Directive 2000/31/EC shall
not apply to the situations covered by this Article.

4. If no authorisation is granted, online content-sharing service providers shall be liable for
unauthorised acts of communication to the public, including making available to the public,
of copyright-protected works and other subject matter, unless the service providers demonstrate
that they have:

(@) made best efforts ro obtain an authorisation, and

(b) made, in accordance with high industry standards of professional diligence, best efforts ro
ensure the unavailability of specific works and other subject matter for which the rightholders
have provided the service providers with the relevant and necessary information; and in any
event

(¢) acted expeditiously, upon receiving a sufficiently substantiated notice from the righthold-
ers, to disable access ro, or to remove from their websites, the notified works or other subject
matter, and made best efforts to prevent their future uploads in accordance with point (b).”
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establishes primary liability for acts of communication, or making avail-
able to the public jointly committed by the Intermediaries and its users,
which morphs into secondary liability under par. (4) where Intermediaries
are liable for infringing content uploaded by their users when failing to
obtain the necessary authorisation from rights holders. However, Article
17(4) provides three conditions for Intermediaries to escape liability, by
demonstrating to have: i) undertaken ‘best efforts’ to obtain authorisa-
tion; or ii) made “in accordance with high industry standards of professional
diligence, best efforts to ensure the unavailability of specific works and other
subject matter for which the rights holders have provided the service providers
with the relevant and necessary information” (par. (4)b); iii) acted expedi-
tiously, subsequent to notice from rights holders, to take down infringing
content and made best efforts to prevent its future upload®.

Having initially favoured licensing agreements and preventive author-
isations to limit liability, par. (7) of Article 17% introduces new man-
datory exceptions and limitations applicable to user uploads so that the
latter can safely share content online by relying on a general exception for
quotation, criticism, review or use for the purpose of caricature, parody
or pastiche.** Furthermore, a clarification in par. (8) specifies that Arti-
cle 17 does not entail general monitoring obligations.

32 'This condition seems to introduce a notice-and-takedown mechanism, similar to that
of Article 14 E-Commerce Directive and a notice-and-stay-down (or re-upload filtering)
obligation for Intermediaries.

3 Article 17(7) DSM Directive states: “7he cooperation between online content-sharing
service providers and rightholders shall not result in the prevention of the availability of works
or other subject matter uploaded by users, which do not infringe copyright and related rights,
including where such works or other subject matter are covered by an exception or limitation.
Member States shall ensure that users in each Member State are able to rely on any of the
Jollowing existing exceptions or limitations when uploading and making available content
generated by users on online content-sharing services: (a) quotation, criticism, review; (b) use
Jor the purpose of caricature, parody or pastiche”.

3% These new mandatory exceptions and limitations operate alongside the one provided
for by Article 5(3) of ‘InfoSoc” Directive. In situations of conflict (i.e. an exception is
explicitly mentioned in Article 17(7) but unavailable at the national level ex InfoSoc
Directive), the former creates an obligation under EU law to transpose under national
legislation these exceptions and limitations.
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Lastly, par. (9)* introduces three safeguards to protect users and to

minimise the risks of broad filtering and over-blocking.* First, any re-
quest by rights holders for the removal of specific content must be jus-
tified; second, it requires Member States (while transposing the Direc-
tive) to ensure that Intermediaries put in place “effective and expeditious
complaint and redress mechanisms” which users can avail themselves of in
case of disputes over contentious ‘decisions to disable access to or remove
uploaded content” (which should be subject to human review); third,
Member States should create out-of-court dispute settlement mecha-
nisms, which are independent of the judicial redress. This is in order to
guarantee that Intermediaries optimise algorithmic mechanisms for the
uniform protection of fundamental rights and freedoms across the EU.?’

After having presented the novelties of Article 17, I now introduce two
technical issues arising from practical application of this provision: i) the
risk of over-blocking due to automated preventive filtering and ii) the

% As written in Article 17(9) DSM Directive: “Member States shall provide that online
content-sharing service providers put in place an effective and expeditious complaint and re-
dress mechanism that is available to users of their services in the event of disputes over the
disabling of access ro, or the removal of, works or other subject matter uploaded by them.

Where rightholders request to have access to their specific works or other subject matter
disabled or to have those works or other subject matter removed, they shall duly justify the
reasons for their requests. Complaints submitted under the mechanism provided for in the
Jorst subparagraph shall be processed without undue delay, and decisions to disable access to or
remove uploaded content shall be subject to human review. Member States shall also ensure
that out-of-court redress mechanisms arve available for the settlement of dispures. Such mecha-
nisms shall enable disputes to be settled impartially and shall not deprive the user of the legal
protection afforded by national law, without prejudice to the rights of users to have recourse to
efficient judicial remedies. In particular, Member States shall ensure that users have access to
a court or another relevant judicial authority to assert the use of an exception or limitation to
copyright and related rights.

This Directive shall in no way affect legitimate uses, such as uses under exceptions or limi-
tations provided for in Union law, and shall not lead to any identification of individual users
nor to the processing of personal data, except in accordance with Directive 2002/58/EC and
Regulation (EU) 2016/679.

Online content-sharing service providers shall inform their users in their terms and con-
ditions that they can use works and other subject matter under exceptions or limitations to
copyright and related rights provided for in Union law”.

3 Jodo Pedro Quintais et al., Safequarding User Freedoms in Implementing Article 17 of the
Copyright in the Digital Single Market Directive (JIPITEC 10(3), 2019) 277-282.

37 Kirzysztof Garstka, Guiding the Blind Bloodhonds: How to mitigate the risks Article
17 of Directive 2019/970 poses to the freedom of expression in: in: Paul Torremans (eds.)
Intellectual Property and Human Rights (Wolters Kluwer Law & Business 2020) 335.
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risk of broad limitations to lawful content due to AI’s lack of contextual
sensitivity to detect exceptions and limitations.

3.1 Automated preventive filtering and risk
of over-blocking

There is an internal conflict within the systematic structure of Article 17.
Specifically, par. (7) provides that the cooperation between rights holders
and Intermediaries — presented in par. (4) — shall not prevent ex ante the
availability of content uploaded by users which does not infringe copy-
right including, especially if it is covered by an exception or limitation.?®
At the same time, par. (4)(b) encourages Intermediaries to make preven-
tive “best efforts” to ensure the unavailability of specific works, in order
to avoid secondary liability. Here originates the issue from the use of
Al-based algorithms for preventive filtering: the obligation to ensure that
users can upload lawful content, while preventing copyright infringing
uploads, is extremely difficult to realise with automated means, especially
in cases of context-contingent uses under copyright exceptions or limita-
tions. Things are more complicated when trying to program into an Al
system the hierarchy between Article 17(7), formulated as an absolute
standard (“shall not result in the prevention of the availability of works or
other subject matter uploaded by users”), and 17(4), which is based on a
relative criterion such as the “besz efforss” obligation to obtain authorisa-
tion or make the content unavailable expeditiously.

As a consequence of regulatory and stakeholders™ pressure on Inter-
mediaries to provide an easier mechanism towards infringing content re-
moval, and since the coming into force of the DMS Directive in 2019,
which affected the monitoring obligations of Intermediaries, the Inter-
mediaries have largely implemented Al-based automated preventive fil-
tering and blocking of content at the point of upload, before it is even
made available to the public.’” This general, algorithmic filtering (that
leverages machine learning to restrict upload ex ante) is difficult to justify
as it might result in over-blocking of lawful uses of content. As seen fur-

38 See very clearly in this sense, with references to the protection of the fundamental
rights of users, Recital 70 DSM Directive.

3 Martin Senftleben, Institutionalized Algorithmic Enforcement — The Pros and Cons of
the EU Approach to UGC Platform Liability (Florida International University Law Review
14 2020) 299-328.
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ther, it might even account as a form of censorship since it could cause
disproportionate consequences and detrimental effects on users’ free-
doms in comparison with the protection of copyright holders required
by Article 17.

Similarly, in its recent Guidance on Article 17, the EU Commission
has shifted from a position that rejected ex ante blocking of content to
a more permissive take towards ex ante blocking beyond manifestly il-
legal content.®’ By allowing rights holders to ‘earmark’ content “unau-
thorised online availability of which could cause significant economic harm
to them™! they can circumvent the principle that automatic blocking
should be limited only to manifestly infringing uses. Consequently, up-
loads that include ‘earmarked’ protected content do not benefit from the
ex ante protections for likely legitimate uses, allowing Intermediaries to
use Al-based filters to block its upload from the beginning. Thus, the
Guidance promotes a switch to a system based on privately governed
mechanisms of preventive monitoring and enforcement of automated fil-
tering, which undermines the principle that automated filtering cannot
limit lawful upload and overcome the use of exceptions and limitations.

This approach of the EU legislator that sees automated algorithmic
filtering as a necessary consequence for Intermediaries to discharge their
monitoring obligations, even if in combination with other non-auto-
mated mechanisms,?? is based on the misconception that Al might be
able to solve all copyright enforcement problems. Instead, in the current
state of the technology, algorithmic content moderation is not as sophis-
ticated as believed. It is best to keep in mind how extremely difficult it
is to programme into Al-based automated systems all contextual factors
needed to be assessed to avoid overenforcement by filtering, as shown by

4" Communication from the Commission to the European Parliament and the Council:
Guidance on Article 17 of Directive 2019/790 on Copyright in the Digital Single Mar-
ket, COM/2021/288 Final (‘Guidance’).

N “When providing the relevant and necessary information to the service providers, righthold-
ers may choose to identify specific content which is protected by copyright and related rights,
the unauthorised online availability of which could cause significant economic harm to them.
The prior earmarking by rightholders of such content may be a factor ro be taken into account
when assessing whether online content-sharing service providers have made their best efforts to
ensure the unavailability of this specific content and whether they have done so in compliance
with the safeguards for legitimate uses under Article 17(7), as explained in part VI below”
Guidance, section V.2. p.14.

42 Gerald Spindler, 7he Liability system of Art. 17 DSMD and national implementation —
contravening probibition of general monitoring duties? (JIPITEC 10 2020) 356.
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recent empirical studies of automated copyright enforcement that report
substantial over-blocking of content on video sharing platforms.* In any
case, although Article 17(8) is very clear in stating that the fulfilment of
the Intermediaries’ obligations shall not lead to a general monitoring ob-
ligation. Intermediaries should not presume the infringing nature of con-
tents. Thus, the availability of uploaded content for the public should be
limited by fully automated filtering only for cases of manifestly infringing
uploads (i.e. material that is identical or equivalent to the ‘earmarked’
content, previously requested by the rights holders).

3.2 Automated preventive filtering and lack of contextual
sensitivity to detect exceptions and limitations

When fulfilling their monitoring obligations, Intermediaries must be
careful not to allow algorithms to restrict users’ rights to lawfully share
and access information. Recital 70 DSM Directive explicitly recognises
the importance of striking a balance between the right to intellectual
property (Article 17(2)) and the fundamental freedom of expression and
freedom of the arts, respectively, under Articles 11 and 13 of the Charter
of fundamental rights of the EU*. By introducing this balance, the EU
legislator has decided to award special status to these new mandatory ex-
ceptions and limitations, grounding their basis in fundamental rights.*>
Achieving this balance between different fundamental freedoms and
rights is largely dependent on the technological solutions that Interme-
diaries will employ to discharge their obligations. Without further rep-
etition, it is worth underlining here the potential conflicts between the
required monitoring obligations and the risk of misidentification and
over-blocking when using algorithms for content moderation — due to
their lack of contextual sensitivity in detecting specific context-related

4 See e.g. Sharon Bar-Ziv, Niva Elkin-Koren, Behind the scenes of online copyright enforce-
ment: Empirical evidence on notice & takedown (Connecticut Law Review, Vol. 50, 2017);
or Kris Erickson and Martin Kretschmer, This video is unavailable (JIPITEC 9(1)2018).
4 Article 11 of the Charter on freedom of expression and information states: “1. Every-
one has the right ro freedom of expression. This right shall include freedom to hold opinions
and to receive and impart information and ideas without interference by public authority and
regardless of frontiers. 2. The freedom and pluralism of the media shall be respected.”

Article 13 of the Charter on Freedom of the arts and sciences afhrms: “7he arts and
scientific research shall be free of constraint. Academic freedom shall be respected.”
# See e.g. op. cit. Emma Llanso et al. (2019).
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elements. In fact, automated, Al-based filters are unable to recognise con-
textual nuances, which are necessary to distinguish prima facie infringe-
ments from uses that fall within the scope of exceptions or limitations
provided by the law (e.g. reproduction of a part of a work for parodic use
or permitted quotation).

A similar approach is portrayed in the EU Advocate General’s opinion
in the recent case C-401/19, through which the Polish Government has
filed an action for annulment of Article 17 due to violation of freedom
of expression under Article 11 of the EU Charter. According to previous
CJEU case law which rejected general monitoring obligations that would
monitor all the transmissions within a network?, the AG describes how
the ‘generality’ of an obligation will not have to be determined by the
amount of information processed, but by the specific content that is be-
ing surveyed. He then illustrates how this provision actually imposes a
‘specific’ monitoring obligation to ‘ensure the unavailability of specific
works and other subject matter’ previously earmarked by the rights hold-
ers ex Article 17(4). Any other conclusion (such as considering this a
‘general’ monitoring obligation) “de facto obliges an intermediary provider
to filter, using software tools, all of the information uploaded by the users of
its service, even if it is a matter of searching for specific infringements, (and it)
would regrettably amount to ignoring the technological developments which
make such filtering possible and to depriving the EU legislature of a useful
means of combating certain types of illegal content”™.

In light of the above, whether these concerns can be mitigated with
effective and appropriate technological measures will be decisive in com-
batting unduly restrictions of fundamental freedoms.*® Quintais et al.
note that the application of preventive algorithmic content moderation
is only possible as long as a proper filtering technology is available on
the market and meets the legal requirements set forth in Article 17. In
essence, preventive algorithmic filtering should only be allowed if it: (i)

46 Scarlet Extended SA v. Société belge des auteurs, compositeurs et éditeurs SCRL (SABAM),
C-70/10, ECLI:EU:C:2011:771; Belgische Vereniging van Auteurs, Componisten en Uit
gevers CVBA (SABAM) v Netlog NV, C-360/10, ECLI:EU:C:2012:85; Tobias Mc Fadden
v, Sony Music Entertainment Germany GmbH, C-484/14, ECLI:EU:C:2016:689.

47 Advocate General’s Opinion in Case C-401/19, Poland v Parliament and Council,
15 July 2021, point 113.

48 Sere e.g. Christophe Geiger and Bernd Justin Jiitte, Platform liability under Article 17
of the Copyright in the Digital Single Market Directive, Automated Filtering and Fundamen-
tal Rights: An Impossible Match (GRUR International, Vol 70, 2021).
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meets the proportionality requirements in paragraph 17(5); (ii) enables
the recognition of the mandatory exceptions and limitations in para-
graph 17(7), including their contextual and dynamic aspects; and (iii) in
no way affects legitimate uses, as mandated in paragraph 17(7) and (9).%

3.3 'The future legal framework on Intermediaries’ liability

As seen above, Article 17 is an extremely complex legal provision. As
Dusollier notes, it is the “monster provision of the Directive, both by its
size and hazardousness”". The difficulties in interpreting the provision,
and for Intermediaries to apply it correctly, in order to exclude liability is
shown by the significant legal scholarship already existing, most of which
was written even before the national implementation deadline®'.

To complicate things, on 15 December 2020, the EU Commission
proposed two legislative initiatives to upgrade rules governing digital ser-
vices in the EU to create a safer and more open digital space “in which the
fundamental rights of all users of digital services are protected”>*. The first of
these proposals introduces Regulation on a Single Market for Digital Ser-
vices (Digital Service Act), which provides a new regulatory approach to
online Intermediaries through horizontal rules interlacing with a variety
of EU legislations. For the purpose of this paper, it is relevant to highlight
how the overlap between the Digital Service Act and the DSM Directive
will shape the future legal framework around Intermediaries’ liability and
will impact how the latter shall programme or update their algorithms
for automated filtering and content moderation, in order to enjoy the
relevant liability exemptions.

4 Op. cit. Jodo Pedro Quintais, et al. (2019).

50 Séverine Dusollier, 7he 2019 Directive on copyright in the digital single market: some
progress, a few bad choices, and an overall failed ambition (Common Market Law Review,
Vol. 57 2020).

51 For a compilation of interventions and publications see: <create.ac.uk/cdsm-imple-
mentation-resource-page/#consultations-transpositions> accessed 7 August 2021. At the
time of writing, the implementation of the DSM Directive at national level has been
quite slow with only two Member States having fully completed the transposition into
national law, partially also due to the discussions and uncertainty involving this provision.
52 Proposal for a regulation of the European Parliament and of the Council on a Single
Market For Digital Services (‘Digital Services Act’) and amending Directive 2000/31/EC,
COM/2020/825 final.

254



Liability for Copyright Infringement and Algorithmic Content ...

First of all, both the DSM Directive and the proposed Digital Services
Act establish obligations on various online intermediaries (including those
that are central to the argument of this paper, i.e. online content sharing
service providers) on how to handle illegal information. The DSM Di-
rective targets copyright infringing content and the Digital Services Act
targets illegal content in general (including content which infringes on
copyright). Despite the fact that the two instruments have a different
legal nature (the DSM Directive will have to be transposed in Member
State law, whereas the Digital Services Act is a directly applicable Regu-
lation), and that they seem to operate at different, complementary levels,
it is worth mentioning potential overlaps between the two legislations
and present how the Intermediaries’ liability framework might look like
in the future, if and when the Digital Service Act might enter into force.

At first sight, these regimes do not particularly overlap with each other
since Article 17 is lex specialis, as per Recital 9 and Article 1(5)(c) Digital
Service Act. The latter states that the Regulation is “without prejudice to
the rules laid down by (...) Union law on copyright and related rights™>.
However, in the view of certain scholars, this unaffected result “can only
relate to aspects which indeed are specifically covered by those (copyright)
rules”>®. In fact, the intersection between the DSM Directive and the
Digital Service Act is more complex than what Recital 9 Digital Service
Act and Article 1(5)(c) Digital Service Act seems to suggest at first sight.
The EU Commission provided to the Council’s Working Party on Intel-
lectual Property (Copyright) some internal insights on how the relation-
ship between the two instruments can be interpreted.” The Commission

53 Recital 9 Digital Service Act states that “7his Regulation should complement, yet not
affect the application of rules resulting from other acts of Union law regulating certain aspects
of the provision of intermediary services [...]. Therefore, this Regulation leaves those other
acts, which are to be considered lex specialist in relation to the generally applicable framework
set out in this Regulation, unaffected. However, the rules of this Regulation apply in respect
of issues that are not or not fully addressed by those other acts as well as issues on which those
other acts leave Member States the possibility of adopting certain measures at national level.
Supporting Recital 11 Digital Service Act adds that the “Regulation is without prejudice
to the rules of Union law on copyright and related rights, which establish specific rules and
procedures that should remain unaffected’.

>4 Jodo Pedro Quintais et al., Interim report on mapping of EU legal framework and
intermediaries’ practices on copyright content moderation and removal, ReCreating Eu-
rope (2021), p. 43.

%> Council of the European Union, Working Paper, N° Cion doc.: 14124/20, Digital
Services Act and EU copyright legislation — Information from the Commission (2021).
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has advised that the “Digital Service Act is not an IPR enforcement tool”
given its general and horizontal nature. Nevertheless, it “includes a full
toolbox which can be very useful for the enforcement of IPR” and should be
applied “without prejudice to existing IPR rules”. In short, it looks like the
Commission upholds that Article 17 DSM Directive will remain “un-
affected” by the rules on liability proposed in the Digital Service Act.
Only time will tell if that will be the case. As of now, without digress-
ing too much on this topic, the Digital Service Act is believed to apply
to Intermediaries only insofar as it contains rules that regulate matters
not covered by Article 17 DSM Directive, or in cases of specific matters
which Article 17 leaves to the discretion of Member States.*®

4  Conclusions

As seen above, due to the pressures from governments and users alike
to take a more active role, more and more Intermediaries are turning
towards Al to moderate online content on a large scale, since the de-
ployment of Al-based algorithms can give rise to successful, automated
detection, evaluation and removal of infringing content.

Accordingly, the EU legislator has increasingly become more accepting
of the idea of imposing preventive filtering obligations on Intermediaries
to screen out copyright infringing content and to hold Intermediaries ac-
countable for copyright infringements originating from their users” activ-
ity. This, thanks to the assumption that algorithmic filtering technologies
have become more sophisticated.

Having presented the legal framework and the interpretative issues
around Article 17, I showed how Al algorithms play a fundamental role
in helping fight online copyright infringements thanks to a ‘predict and
prevent’ approach: considering the immense amount of data generated
daily by users, these algorithms can quickly analyse huge amounts of
data, proactively evaluate if a work contains infringing content, and then
remove it.

Nevertheless, this approach, which sees automated algorithmic filter-
ing as a necessary consequence for Intermediaries to discharge their mon-

°¢ This includes e.g. rules from the Digital Service Act relating to the liability and to
due diligence obligations for online Intermediaries of different sizes. For a speculative
interpretation see: Jodo Pedro Quintais, Sebastian, Felix Schwemer, 7he interplay between
the digital services act and sector regulation: how special is copyrighs? (Forthcoming 2021).
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itoring obligations, is based on the misconception that Al technology
might be able to solve all copyright enforcement problems. Instead, in
the current state, Al technology is not as sophisticated as believed and
surely not a panacea for all issues related to online infringements. Al
is still characterised by many technical limitations which conflict with
the protection of users’ fundamental rights and freedom. First, it might
present serious danger of over-blocking lawful contents, unduly restrict-
ing freedoms as collateral effect of the ‘block-first, verify-later’ type of
approach. Secondly, Al lacks contextual sensitivity, necessary to distin-
guish prima facie infringements from uses that fall within the scope of
exceptions or limitations provided by the law. Whether these concerns
can be mitigated with effective and appropriate technological measures
will be decisive in combatting unduly restrictions of fundamental rights
and freedoms by Al-based filtering algorithms.

In light of the above, the legislators (both at EU and national level)
should therefore act with caution and avoid narratives about all-power-
ful algorithms, instead helping to shape users’ online experience through
provisions that combine the deployment of Al filtering algorithms to-
gether with safeguards of fundamental rights and freedoms of users. It is
thus paramount in the future to introduce standards to enhance trans-
parency and accountability of content moderation practices (e.g. intro-
ducing secondary human-review, due diligence processes and other risk
assessment methodologies), and to ensure that users have access to com-
plaint and redress mechanisms, to remedy wrongly executed automated

decisions by Al
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Arbetsgivaren, artificiell
intelligens och ansvaret

1 Inledning — avstamp i nya frigor

Den juridiska fakulteten har funnits sedan Uppsala universitet grundades
1477, arbetsritten i nutida mening sedan mitten av 1800-talet ungefir.
Det ir alltsa gamla foreteelser, som nu stills infor en sa modern foreteelse
att den knappt finns dnnu — artificiell intelligens, eller kort och gott Al
Tanken pé att arbetet grundar sig pa ett avtal i modern mening hirrér
frin ett ideologiskt skifte i mitten pd 1800-talet, da liberalismen ersatte
en merkantil rittsordning. Ur det f6ds den moderna arbetsritten, som
alltsd dr uppbyggd kring en kontraktsrelation mellan tvd parter; de som
kommit att kallas arbetstagare respektive arbetsgivare.

Det rittsideologiska skiftet i mitten pd 1800-talet som lade grunden
for den samtida arbetsrittsliga regleringen har samband med ett tekniskt
skifte, den industriella revolutionen”. Det ir svirt, Atminstone for en
jurist, att analysera sin egen samtid i ett skede — epokskiften pekas enk-
last ut i efterhand. Vi kan dock tinka oss att vi befinner oss i en fjarde
industriell revolution, efter angkraften och mekaniseringen som gav in-
dustrisambhiillet, elektriciteten samt Internet.! Kanske kommer framtiden
att tala om ”Al-revolutionen”, och tala om den tid som vi kallar nu. Den
tanken kan framkalla ridsla for att ersittas, och att vissa arbeten férsvin-

! Se Bruno Debaensts bidrag i foreliggande volym. Se ocksi till exempel Lundqvist, UIf,
Artificiell Intelligens — rittsordning och ritestillimpning, SvJT 2020 s. 382-405 (s. 384
m.fl.).
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ner pd grund av teknisk utveckling ir i och for sig givet.” En poing,
eller sjilva poingen, med att ersitta minniska med maskin kan vara att
maskinen ir effektivare och billigare, ett annat (och relaterat) att den inte
behover omfattas av social skyddslagstiftning. Det 4r dock inte nagon
langsokt tanke att den ”Al-revolution” vi nu beskadar ocksa skall driva
fram en riteslig forindring. Tanken pa att ett datorprogram, som utfor
arbete, skall vara en arbetstagare dr dock om inte omaijlig sa i vart fall
onddig. Al behover inte nagon skyddslagstiftning, vare sig man betrakear
arbetsrittslig skyddslagstiftning som ett utflode av rittigheter och rittvisa
eller som ett sdtt att hindra att arbetskraften anvinds pé ett ohéllbart sict
av kortsiktiga arbetsgivare. Tvirtom #r dtminstone en del av poidngen
med att teknifiera arbetet att maskiner inte behover vila, rekreation eller
har négot intresse av att umgas med kollegor i fikarummet. Frigor om
social hallbarhet forlorar aktualitet om arbetet inte utfors av minniskor,
i vart fall sdvitt angar sjilva arbetet (att ménniskor 4r arbetslsa ir inte
socialt hallbart, i vart fall inte om inte maskiner kan ta 6ver till den grad
att de forsorjer alla). I det foljande skall blicken istillet vindas mot ar-
betsgivaren. En ridsla for att arbetstillfillen skall tas dver av tekniken
motsvaras inte av en motsvarande ridsla att tekniken skall ta 6ver arbets-
givarens roll. I en framtidsspaning kan det anda vara virt att stilla fragan,
och frigan om arbetsgivarens identitet kan siga nigot om arbetsrittens
identitet. Arbetsgivaren ir, liksom arbetstagaren, et ritesligt koncept.
Undersékningen handlar om méajligheterna och begrinsningarna i det
rittsliga konceptet, samtidigt som den forsoker undvika (om det dr moj-
ligt) atc jaga bekriftelse pa véir samtida forforstaelse.’ Studien gors i tva
delar — forst diskuteras mojligheterna i arbetsgivarbegreppet forstitt som

% Framtidsblickande samtidsskildringar med avstamp i teknisk utveckling finns det gott
om, sirskilt utanfor den juridiska litteraturen; Bech, Ulrich, Risksamhillet. P4 vig mot
en annan modernitet, Daidalos 1986 behandlar industrisamhillets dvergang till ett risk-
samhille dir ridsla for till exempel miljokatastrofer dill f5ljd av industrisamhillet styr
utvecklingen mot en (itminstone delvis) ny era; Castells, Manuel, Informationsaldern.
Ekonomi, samhille och kultur beskriver industrisamhillets éverging till en ny epok i tre
band (Nitverkssamhillets framvixe, 2 uppl. 2020, Identitetens make 1998, Millenniets
slut 2020), Daidalos; Susskind, Richard och Susskind, Daniel, Professionernas framtid.
Hur teknologin kommer att férindra experters arbete, Daidalos 2017 diskuterar kun-
skapsbranschernas och dess framtid; Paulsen, Roland, Arbetssamhillet. Hur arbetet dver-
levde teknologin, Atlas 2010 skriver om att ménniskor trots teknologins framsteg och
dvertagande av vissa arbetsuppgifter arbetar mer 4n nagonsin. Till exempel.

3 Stenlund, Karolina, Rittighetsargumentet i skadestindsritten, Tustus 2021 s. 56.
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en invertering av arbetstagarbegreppet, direfter gors nedslag i tre rittsfall
som handlar om ansvar for diskriminering.

2 Arbetsgivarens identitet
— "arbetsgivarbegreppet”

Arbetsrittsliga reglers tillimplighet avgors av det si kallade arbesstagar-
begreppet. Att tala om ett begrepp som rittsfaktum pé det sitt som det
etablerade sprikbruket gor dr nog lite oegentligt, men alla vet att friga
ir om tillimpligheten av ett visst rekvisit i en viss regel; 1 § semester-
lagen (1977:480), 1 kap. 2 § arbetsmiljolagen (1977:1160), 1 § lagen
(1982:80) om anstillningsskydd, 1 § arbetstidslagen (1982:673), 1 § lag
(1994:260) om offentlig anstillning, 1 § lag (2012:854) om uthyrning av
arbetstagare, och sd vidare. Vissa lagar innehaller ocksa en utvidgning av
tillimpningen, till exempel 6 kap. 5 § skadestdndslagen (1972:207) och
1§ 2 st lag (1976:580) om medbestimmande i arbetslivet (medbestim-
mandelagen), men utvidgningen utgar da fran, och bekriftar dirmed, det
civilritesliga arbetstagarbegreppet. Det finns en omfattande praxis och
en omfattande litteratur som tar sikte pa arbetstagarens identitet.” Frigan
avgors genom ett antal kriterier, varav ett antal betraktas som grund-
laggande rekvisit; arbetstagaren ir en fysisk person, som utfor arbete, for
annans rikning, pa grund av avtal. Dirutover brukar ett antal bedém-
ninggskriterier tillimpas, som kan vara mer eller mindre relevanta i det
enskilda fallet beroende pa arbetets karaktdr. Medan “rekvisiten” maste
foreligga ligger bedomningskriterierna till grund fér en helhetsbedom-
ning. Bedomningen siktar pa att avgora om en viss person (som alltsd
miste vara en fysisk person) ir arbetstagare (det vill siger uppfyller det

4 Svante Bergstrom skiljer p4 allminna skillnader mellan olika arbetstagarbegrepp sasom
ett socialt och ett civilrittsligt arbetstagarbegrepp (skillnader som inte framgr uttryckligt
i lagarna), och speciella skillnader mellan enstaka lagars arbetstagarbegrepp (skillnader
som framgir av speciella bestimmelser i respektive lag), Bergstrom, Svante, Kollektiv-
avtalslagen. Studier éver dess huvudprinciper, Uppsala 1948 s. 33.

> Se Selberg, Niklas, Arbetsgivarbegreppet och arbetsrittsligt ansvar i komplexa arbets-
organisationer. En studie av anstillningsskydd, diskriminering och arbetsmiljé. Juridiska
fakulteten, Lunds universitet 2017 s. 27 ff. Som den forsta utvecklade studien anférs
Adlercreutz, Axel, Arbetstagarbegreppet, PA. Norstedt & soners forlag 1964. Adlercreutz
(s. 13) hdnvisar i sin tur till den schematiska uppstillningen i Bergstrom, Kollektiv-

avtalslagen s. 39 f.
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rekvisitet i den dberopade regeln) eller nagot annat (den regel som da inte
kan tillimpas bryr sig inte om vad). Arbetstagaren utf6r arbete under
arbetsgivarens ledning och kontroll, medan uppdragstagaren sjilv pla-
nerar och kontrollerar arbetet. Arbetstagaren stér inte sjilv f6r material,
verktyg och liknande, medan uppdragstagaren anvinder egna verktyg.
Arbetstagaren fir ersittning for utligg, medan uppdragstagaren riknar
in det i priset for tjansten. Arbetstagaren far ersittning ("lon”) baserad
pa arbetad tid snarare 4n efter prestation, medan uppdragstagaren far er-
sattning efter utfort arbete. Arbetstagarforhallandet dr som utgingspunke
varaktigt (anstillningsavtal anses in dubio ingdngna pa obestimd tid, se
4§ lagen om anstillningsskydd), medan det idealtypiska uppdragsforhal-
landet giller en viss prestation eller ett visst uppdrag. Arbetstagaren kan
inte sitta ndgon annan i sitt stille, medan uppdragstagarens prestation dr
knuten till resultatet snarare in vem som utfor den. Arbetstagaren 4r en
del av arbetsgivarens organisation, medan uppdragstagaren ir sjilvstin-
dig i forhallande till denna. Och sa vidare.

Beddmningen ir alltsa inriktad pd arbetstagaren, medan arbetsgivaren
kort och gott brukar definieras som arbetstagarens motpart i kontraktet.®
Definitionen av om négon ir arbetsgivare eller uppdragsgivare (eller vil-
ken beteckningen nu ir) f6ljer alltsa av definitionen av motparten. Fri-
gans orientering har att gora med att det arbetsrittsliga regelverket ir
en skyddslagstiftning som ger arbetstagaren rittigheter gentemot arbets-
givaren, och det dr svart att se fallet da den arbetspresterande parten har
intresse av att i motsats till motparten hivda att hen inte ir arbetstagare
utan uppdragstagare. Diremot kan tinkas att arbetstagaren har intresse av
att en viss person ir arbetsgivare och inte en annan, det vill siga vem av tva
eller flera mojliga subjeke som dr arbetsgivare. Det 4r enligt Kallstrom och
Malmberg den vanligaste frigan nir man talar om arbetsgivarbegreppet.
De andra frigorna ir for vem arbetsgivaren ansvarar (principalansvar) och
begrinsningar i arbetsgivarens skyldigheter i olika avseenden (till exempel
omplaceringsskyldighetens omfattning enligt 7 § 2 st. lagen om anstll-
ningsskydd, som begrinsar omplaceringsskyldigheten till att arbetsgivaren

¢ Jfr Selberg, Arbetsgivarbegreppet och arbetsrittsligt ansvar i komplexa arbetsorganisa-
tioner s. 47 fI. Se ocks till exempel Killstrdm, Kent och Malmberg, Jonas, Anstillnings-
forhéllandet, 4 uppl. Tustus 2016 s. 40; Glavd, Mats och Hansson, Mikael, Arbetsritt,
4 uppl. Studentditteratur 2020 s. 87.
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ir skyldig att bereda annat arbete /os sig).” Ingen av de tre situationerna
rymmer dock frigan om det finns en arbetsgivare i och for sig.

Eftersom arbetsgivaren dr motparten till arbetstagaren skulle arbets-
givarbegreppet kunna formuleras genom en spegling av de kriterier som
definierar arbetstagaren. Arbetsgivaren behover inte vara en fysisk person,
tvirtom ér det vanligt att arbetsgivaren ir en juridisk person. Vilka krav
som stills pa en juridisk person ir ett problem som arbetsritten inte bru-
kar gora till sitt. Det grundliggande kravet pa att arbetstagaren skall vara
en fysisk person brukar ta sikte pa att juridiska personer (det vill siga
foreningar, bolag, stiftelser och sa vidare) inte kan upptrida som arbets-
tagarpart i ett anstillningsavtal. Om det skall f6rstas som ett positivt krav
pa arbetsgivaren (arbetsgivaren maste vara en fysisk e/ler juridisk person)
kan inte den som inte kan uppna rittskapacitet som fysisk eller juridisk
person vara part i ett anstillningsavtal. Stills frigan om Al eller nagon
annan process kan bira forpliktelser i ett anstillningsavtal, forflyttar sig
bedémningen till den associationsrittsliga frigan om processen kan bilda
eller ingd i bolag. Om kravet istillet skall forstds negativt (arbetsgivaren
behéver inte ha en viss rittspersonlighet) forflyttar sporsmalet sig till den
avtalsritesliga fraigan om Al kan ingé avtal. I bada fallen har frigan med
rittskapacitet att gora. Svaret dr antagligen nekande, men den indelning i
rittsomraden som arbetstagarbegreppet (och dirmed arbetsgivarbegrep-
pet) dr en del av far till f6ljd atc synfiltet begrinsas. Arbetsritten har inte
svaret — och utesluter alltsd inte ansvar enligt arbetsrittsliga regler for Al

Det leder in pd ett annat grundliggande krav, nimligen att arbetet
skall utféras pa grund av avtal. Om det kravet forstas positivt utgar det
fran atc savil arbetsgivare och arbetstagare maste vara avtalsparter, alltsa
att de kan tillskrivas rittskapacitet. Om kravet istillet forstds negativt
handlar det dock om att skira bort visst typ av arbete frin arbetsritten
och de arbetsrittsliga reglerna, till exempel arbete som ir en del av ut-
bildning, arbete till f6ljd av virnplikt eller inom ramen for kriminalvard.
Grunden ir di inte “frivillighet” pa det sitt som forutsites till foljd av
avtal, utan till f6ljd av ett visst (och annan form av, ett offentligrittsligt)
tvang. Med den forstdelsen dr dock inte avtalet i sig avgdrande, utan po-
dngen ir att avskira vissa foreteelser frin vissa regler. Det utesluter dock
inte att en relation faller under arbetstagarbegreppet, dven om den ena

7 Killstrém och Malmberg, Anstillningsférhillandet s. 40 ff. Se ocksi Adlercreutz, Ar-
betsgivarbegreppet s. 162 ff.
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parten inte har rittskapacitet som avtalspart. Inte heller det utesluter i sa
fall ansvar enligt arbetsrittsliga regler for Al

For att den arbetspresterande parten skall vara arbetstagare krivs att
arbetet utfors for annans rikning.® En friga kan dd vara om den som
mottar prestationen dirmed ir arbetsgivare, eller om kravet tar sikte pa
att ndgon annan in den arbetspresterande tillgodogor sig arbetets virde. I
bemanningsarbete ligger det i sjdlva konstruktionen att arbetet utfors hos
ndgon annan in den som ir arbetsgivare i kontraktuell mening.” I lagen
om uthyrning av arbetstagare anvinds dock inte begreppet arbetsgivare,
utan den som har arbetsgivarskyldigheterna ir ett "bemanningsforetag”
(1 och 5 §S). Skall kravet pa att arbete skall utforas f6r annans rikning
forstas positivt s att den som kan tillgodogora sig virdet av arbete dr
arbetsgivare anknyter det till den ovan ber6rda férutsittningen att mot-
parten till arbetstagaren méste ha rittskapacitet. Om kravet diremot for-
stds negativt, s att det utesluter att reglerna tillimpas nir den som utfér
arbetet sjilv dr den som drar nytta av det dr det snarare en forlingning av
kravet pé avtal. Negativt forstict blir dock inneborden inte att det méste
finnas ett ritesligt giltigt avtal enligt avtalsrittsliga regler, utan att arbetet
skall utforas i en relation med ndgon annan. Poingen med ett negativt
kriterium for arbetsgivarbegreppet i det avseendet blir att den som utf6r
arbete for egen rikning inte behéver félja arbetsmiljé- eller arbetstidsreg-
ler och inte ge sig sjilv semester. Det spelar dock i sa fall ingen avgdrande
roll vem négon annan ir eller dennes rittsliga status, och ansvar enligt
arbetsrittsliga regler utesluts inte.

Vidare brukar, som framgatt, den rittsliga beddmningen av arbets-
tagarbegreppet goras utifrin ett antal bedémningskriterier.!” Ett cen-
tralt sidant 4r att arbetsgivaren utovar ledning och kontroll 6ver arbetet.
Sadana ledningsfunktioner kan sikert utforas av Al; fordela korningar

8 Adlercreutz behandlar i Arbetstagarbegreppet frigan om arbetet utfors av annan under
rubriken Vem dr att anse som arbetsgivare? Mellanmanssituationen m.m. Jimfort med de
Al-tillimpningar som ir foremélet for den féreliggande volymen ir tiderna i Adlercreutz
undersokning andra — skogskorare aterkommer (se till exempel s. 178, s. 185, s. 464 och
s. 467) och betskotsel forekommer (s. 210).

9 Bemanningsarbete blev tillitet pa den svenska arbetsmarknaden 1992, varfér dldre stu-
dier om arbetstagarbegreppet inte gor sig det problemet. Se Berg, Annika, Bemannings-
arbete, flexibilitet och likabehandling. En studie av svensk ritt och kollektivavtalsregle-
ring med komparativa inslag, Juristfrlaget i Lund s. 15 ff. och's. 106 ff.

19" Se ovan och till exempel sammanstillningar i Killstrém och Malmberg, Anstillnings-
forhallandet s. 26 f. och Glava och Hansson, Arbetsritt s. 84.
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smart, overvaka produktion och si vidare. Inriktas bedomningen pa det
faktiska forhallandet, med bortseende fran arbetsgivarpartens rittskapa-
citet finns inget som hindrar att det kriteriet pekar pa Al eller nagot annat
som arbetsgivare. Andra bedémningskriterier har ingen tydlig biring pa
parternas identitet eller ritesliga status; om maskiner och arbetsmaterial
tillhandahills av den som utfor arbetet (vilket talar mot ett arbetstagar-
forhallande) eller av den som tillgodogdr sig det, om den som utfér ar-
bete far ersittning for utligg (vilket talar for ett arbetstagarforhallande
eller inte) eller inte. Ater andra bedémningskriterier, sisom om relatio-
nen ir varaktig eller om den arbetspresterande dr beroende av en motpart
knyts mer eller mindre uttryckligt till avtalsférhéllandet. Det finns dock i
och f6r sig ingen logiskt nddvindig koppling till ett avtalsforhallande dir
arbetsgivarparten har en viss rittslig status. Bedémningskriterierna 4r ut-
mejslade genom ett drygt sekels rittspraxis och sammanstillda i rittsve-
tenskapen — allt med ett avtalsforhallande mellan en fysisk person och en
juridisk (eller fysisk) person for 6gonen. Forekomsten av Al eller digitala
processer har inte varit i blickfinget, men att utifrin det dra slutsatsen
att reglerna skulle utesluta sadana foreteelser later sig inte goras — och det
finns inte heller nagon anledning att utforma regler for att utesluta nagot
som inte finns.

3  “Arbetsgivarens” ansvar — tre nedslag

I det foljande skall tre fall beréras, som handlar om arbetsgivarens identi-
tet. Eller rittare, i tvd av tre fall en presumtiv arbetsgivares ansvar eftersom
de handlar om personer som av olika skl sorterats bort frin anstillnings-
processer. Om fallen skall sdttas in i den systematik for arbetsgivarbegrep-
pet som presenteras av Killstrom och Malmberg sorteras de in under den
andra kategorin, det vill siga frigan om for vilket handlande en arbets-
givare ansvarar (se ovan vid not 7). Ovan var frigan om arbetsgivare kan
goras ansvariga som sidana, i de nedan diskuterade fallen i4r frigan om
arbetsgivaren kan undga ansvar. Inget av fallen ror Al eller automatise-
rade processer i och for sig, utan fragan ir vilket ansvar eller vilka mojlig-
heter att freda sig frin ansvar en arbetsgivare har.

AD 2007 nr 45 — Laika film

Det finns, som sagt, ganska lite praxis som behandlar arbetsgivarbegrep-
pet. Fran den tiden da den ildre diskrimineringslagstiftningen, som er-
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sattes av diskrimineringslagen (2009:567), mirks AD 2007 nr 45. Dis-
krimineringslagen syftade till att samla de diskrimineringstérbud som var
spridda pd olika lagar. Genom diskrimineringslagen slogs sju civilrittsliga
lagar ihop till en, samtidigt som fyra ombudsmin férenades i en. Dis-
krimineringslagen syftade ocksa till att genomfora ett antal direktiv pa
diskrimineringsomradet (se nedan om det sa kallade arbetslivsdirektivet).
I delar dir diskrimineringsférbud grundade i EU-lagstiftning fordes dver
frin de ildre lagarna till diskrimineringslagen 4r 4ldre rittspraxis alltjime
relevant.

AD 2007 nr 45 rorde frigan om ansvar for direkt diskriminering enligt
dévarande lagen (1999:130) om atgirder mot diskriminering i arbetslivet
pa grund av etnisk tillhérighet, religion eller annan trosuppfattning. En
arbetstagare i underordnad stillning hade sorterat bort en ansokan pa
grund av att den inneholl ménga stavfel, och meddelat sokanden att de
sokte ndgon som behirskade svenska. Savitt var visat i malet hade arbets-
tagaren handlat pa eget initiativ, bolagets behoriga foretridare hade inte
instruerat arbetstagaren att sortera bort ndgon ansokan och de kinde inte
heller till tilltaget. Att férfarandet i och for sig utgjorde direkt diskrimine-
ring stod klart (svarandebolaget vitsordade att meddelandet var diskrimi-
nerande), diremot stod det inte klart om arbetsgivaren skulle ansvara for
diskrimineringen. Frigan hings upp pa rekvisitet arbersgivarei 10 § 1999
ars lag."! Den lagens konstruktion av diskrimineringsforbuden var vi-
sentligen densamma som i diskrimineringslagen; i 8-9 b §§ definierades
diskriminering i form av direkt diskriminering, indirekt diskriminering,
trakasserier samt instruktioner att diskriminera, och i 10 § angavs nir det
var forbjudet att diskriminera. Savitt relevant i malet 16d 10 §: Férbuden
i8-9b §S giller nir arbetsgivaren 1. beslutar i en anstillningsfraga, tar ut
en arbetssokande till anstillningsintervju eller vidtar annan étgird under
anstillningsforfarandet.

I domskilen liggs fokus pa frigan om forbudet ir tillimpligt. Det
ar samtidigt en fokusférskjutning frin frigan om arbetsgivaren, det vill
siga svarandebolaget, skall ansvara for den i och for sig diskriminerande
handlingen, till fragan om arbetsgivarbegreppet”. Glidningen ir alltsa
densamma som den inledningsvis berorda, att "arbetsgivarbegreppet” ir

1T friga om innehillet i det rekvisitet motsvarar de d4 gillande reglerna den nu gil-
lande diskrimineringslagen, se Hellborg, Sabina, Diskrimineringsansvar. En civilrittslig
undersdkning av forutsittningarna for ansvar och ersittning vid diskriminering, Tustus
2018 s. 140 not 512.
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en tillimpning av rekvisitet "arbetsgivare” i en viss bestimmelse. Den
innebir dock att fragan inte stills ”skall férbudet mot diskriminering
tillimpas och skadestind utdomas?” (vilket vore att svara pa kirandens
yrkande) utan si att den giller innehéllet i arbetsgivarbegreppet. Fragan
blir om arbetsgivaren ir arbetsgivare i relevant mening och att bolaget
dirfor skall ansvara f6r den i och for sig konstaterade diskrimineringen
(vilket snarare svarar pd en inte ford faststillelsetalan). Svaret soks i forar-
betena, och i 22 § jimstilldhetslagen. Resonemangen i AD 2007 nr 45
himtas frin AD 2007 nr 16 som ocksa rorde frigan om en arbetsgivares
ansvar for andras handlande, men i det fallet for fackliga foretridares dis-
kriminerande yttranden under en anstillningsintervju (det kan noteras
att Arbetsdomstolens ordférande och sekreterare var desamma i de bada
milen, som avgjordes med tre minaders mellanrum). I 22 § jimstilld-
hetslagen, som innehall ett repressalieférbud motsvarande 2 kap. 18 §
diskrimineringslagen, fanns vad som av Arbetsdomstolen uppfattades
som en precisering av arbetsgivarbegreppet: Den som i arbetsgivarens
stille har ritc att besluta om en arbetstagares arbetstorhéllanden skall
vid tillimpning av forsta och andra styckena likstillas med arbetsgivare
(samma “precisering” finns dir, liksom i 2 kap. 1 § diskrimineringslagen
som motsvarar 10 § i 1999 ars lag). Efter att ha konstaterat att en sadan
precisering saknades i den tillimpliga lagen och att det i andra regler som
dlade "arbetsgivaren” ett ansvar (lagen (2003:307) om férbud mot dis-
kriminering (som ocksi upphivdes med inforandet av diskrimineringsla-
gen)) fanns ett uttryckligt principalansvar landade Arbetsdomstolen i att
det saknades utrymme f6r att ge begreppet arbetsgivaren nigon annan
innebord dn vad som f6ljer av annan arbetsrittslig lagstiftning, och att
det alltsd saknades utrymme enligt lagen f6r en mera vidstracke tillimp-
ning av arbetsgivarens ansvar.

Jonas Malmberg har kritiserat domskilen (med instimmande av Su-
sanne Fransson och Eberhard Stiiber), pa den grunden att det inte ér for-
enligt med EU-ritten att generellt undanta handlingar av arbetsgivaren
frin ansvar for diskriminering (se vidare nedan).!* Hir skall dock en an-
nan fraga belysas. Glidningen i Arbetsdomstolens domskal 4r inte bara
en glidning frin rekvisit till begrepp utan ocksd frin en syn pé reglernas

12 Malmberg, Jonas, Diskriminering och principalansvar, i Ahlberg, Kerstin (red.) Vin-
bok till Ronnie Eklund, Tustus 2010 s. 397—-417 s. 411; Fransson, Susanne och Stiiber,
Eberhard, Diskrimineringslagen. En kommentar, 3 uppl. Norstedts Juridik 2021 s. 157.
Se ocksd Hellborg, Diskrimineringsansvar s. 142 f.

267



Mikael Hansson

dndamal till en annan. Med en civilrittslig logik, till vilka diskrimine-
ringsférbuden i arbetslivet brukar hinféras,'® vore reglernas indamil
att fordela risken for den skada diskrimineringen inneburit, inklusive
krinkningen. Rittsmedlet for att sanktionera overtridelser var ocksa
skadestand. I diskrimineringslagen har skadestdndet bytts mot diskrimi-
neringsersittning, vilket innehaller ett strre mate av straff.'* Civilrie-
ten fordelar risker mellan olika subjekt med olika intressen, medan skuld
placeras pa ett utpekat subjekt av straffritesliga regler.’” Om skuld skall
alaggas foljer det av legalitetsprincipen att tillimpningen skall vara sniv
och att skuld inte skall &liggas utover vad regeln tydligt anger. Det foljer
ocksa att en person inte skall dliggas skuld for ndgon annans handlande
med mindre att det klart framgér att det finns ett ansvar for dennes hand-
lande. Begrinsningen giller si linge det mellankommande handlandet 4r
en manniskas — om en automatiserad, icke-minsklig, process skulle sor-
tera ut ansokningar skulle det rimligen inte komma pé friga att fria den
arbetsgivare som implementerat processen fran ansvar for diskriminering
pa den grunden att diskrimineringen inte kunde tillriknas denne (fragan
om koprittsligt ansvar for den som levererat systemet dr en annan). Att
processen skulle kunna sigas agera pa eget bevag gor dirvid ingen skill-
nad — skulden, och dirmed det rittsliga ansvaret, birs av en minniska.
Dir det saknas utrymme for att utstricka ett begrepp sa att ansvaret for
en minniskas skuld birs av nigon annan, skulle det saknas utrymme for
att undanta en minniskas ansvar for en automatiserad process.

13 Se till exempel prop. 2007/08:95 Ett starkare skydd mot diskriminering s. 1 och s. 80.
14 Se sirskilt Hellborg, Diskrimineringsansvar s. 344 ff. Hellborg visar att frigan om
skadestand eller straff bara kan uppritthéllas i vissa situationer och att nyanserna snarare
finns i ate diskrimineringslersittningen ir bade och (s. 377), men hir far den grovyxade
uppdelningen tjina som retorisk figur (till mitt férsvar underkidnner inte Hellborg dis-
tinktionen som sidan).

15 Se Andersson, Hikan, Ansvarsproblem i skadestindsritten. Skadestdndsrittsliga ut-
vecklingslinjer. Bok I, Iustus 2013 s. 61 fI.; Asp, Petter, Ulving, Magnus och Jareborg,
Nils, Kriminalrittens grunder, 2 uppl. Iustus 2013 (omtrycke 2020) s. 58 £. och s. 269 ff;
Asp, Petter och Ulving, Magnus, Straffritt. En kortfattad dversike, 2 uppl. Tustus 2019
s. 47. Se ocksé Fridstrom-Montoya, Therése, Homo juridicus. Den kapabla minniskan i
ritten, Iustus 2017 s. 89 ff.
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AD 2013 nr 5 — Middag for alla, utom. ..

I AD 2013 nr 5 var frigan om arbetsgivaren gjort sig skyldig till foren-
ingsriteskrinkning. Foreningsritten dr pa sitt och vis den mest grund-
liggande rittigheten for framforallt arbetstagarsidans organisering, med
forsta tydliga uttryck i den sa kallade decemberkompromissen av 1906.
Di slog de ganska nybildade organisationerna Svenska Arbetsgivarfren-
ingen (SAF, numera Svenskt Niringsliv) och Landsorganisationen (LO)
i avtal fast att foreningsritten 4 6mse sidor skulle limnas okrinkt. Aven
om rittigheterna alltsa rikear sig till bdda sidor i det arbetsrittsliga avtals-
forhallandet 4ar det arbetarnas intresse av att sluta sig samman i fackfor-
eningar som motiverar féreningsritten. Den fackliga féreningsritten har
sedan lagfists, nu i 7-9 §§ medbestimmandelagen. Med foreningsritt
avses enligt 7 § medbestimmandelagen ritt for arbetsgivare och arbets-
tagare att tillhora arbetsgivar- eller arbetstagarorganisation, att utnyttja
medlemskapet och att verka f6r organisationen eller for att sadan bildas.
En krinkning av féreningsritten foreligger enligt 8 § medbestimman-
delagen om nigon pa arbetsgivar- eller arbetstagarsidan vidtager atgird
till skada for nigon pd andra sidan for att denne har utnyttjat sin féren-
ingsritt ("repressaliefallet”) eller om ndgon pa ena sidan vidtager dtgird
mot nagon pa andra sidan i syfte att formd denne att icke utnyttja sin
foreningsratt (“hindrandefallet”). Den fackliga foreningsritten avskiljs
fran den allminna friheten att sluta sig samman i féreningar genom
sin placering i medbestimmandelagen, som giller férhéllandet mellan
arbetsgivare och arbetstagare (se 1 § medbestimmandelagen).!® I Euro-
peiska konventionen om skydd for de minskliga rittigheterna och de
grundliggande friheterna (EKMR) ir den fackliga foreningsritten en del
av den foreningsfriheten enligt art. 11, men det fortydligandet att den
giller ocksi ritten att sluta sig samman i fackféreningar. Foreningsritten
enligt medbestimmandelagen giller relationen mellan arbetsgivar- och
arbetstagarsidan (inte motsittningar inom respektive sida), och reglerna
slér till ndr en dtgird utfors av nagon. Ofta ror tvisterna i rittspraxis vad

16 Prop. 1975/76:105 Bilaga 1 Lag om medbestimmande i arbetslivet s. 26.

269



Mikael Hansson

som ir en dtgird eller vilket syfte den dtgirden har haft,’” men hir skall
intresset istillet riktas mot vem som ir “nigon”.!®

Ordalydelsen i 8 § medbestimmandelagen ger i det avseendet inte mer
dn att en krinkning av freningsritten foreligger nir nagon vidtager en
atgird, och att denna nagon skall befinna sig pa ena sidan i relationen
arbetsgivare och arbetstagare. "Nigon” behéver inte vara en fysisk per-
son, utan ir nog oftast en juridisk person i form av ett bolag eller annan
association pé arbetsgivarsidan eller en arbetstagarorganisation pa arbets-
tagarsidan (arbetstagarorganisationer antas regelmissigt vara ideella or-
ganisationer). Den som vidtar atgirden forutsicts dock ha rictskapacitet
eftersom f6ljden av ett brott mot féreningsritten kan sanktioneras med
skadestind (54-55 §§ medbestimmandelagen). Om den som pastés ha
krinkt foreningsritten, som arbetsgivaren i AD 2013 nr 5, 4r en juridisk
person ricker det inte med att den féreningsrittshandlingen utfors pa
arbetsgivarens sida. Den méste ocksd enligt Arbetsdomstolens rittspraxis
kunna knytas till arbetsgivaren i snivare mening, till en behorig foretri-
dare. Ocksa underlatenhet att gora ndgot som skulle ha gjorts kan vara
en atgird. I AD 2013 nr 5 4r den foreningsrittskrinkande atgirden att
medlemmar i en viss fackforening uteslutits fran en middag bekostad av
arbetsgivaren, pd grund av sitt medlemskap — enligt ett anslag som sat-
tes upp i arbetsgivarens lokaler gillde inbjudan “for alla utom de som
ar fackligt anslutna dill if metall.” Sisom inbjudan var formulerad var
den alltsd utan tvekan direke diskriminerande mot medlemmarna i en
viss fackférening. Problemet var att det inte var bolagets VD eller na-
gon annan behorig foretridare som satt upp inbjudan, utan en anstilld
som tagit initiativ till middagen. Det hade varit en tid med mycket ar-
bete, och savitt den anstillde kinde till hade IF Metalls medlemmar re-
dan bjudits pd middag av sin fackf6rening, bekostad av ett skadestand
foreningen fitt av bolaget. Det foreningsrittskrinkande uppsitet finns
alltsd hos den anstillde. Facket gjorde gillande att den anstillde var ar-
betsledare, vilket bolaget fornekade. Arbetsdomstolen fann inte visat att
den anstilldes stillning var sidan att han kunde anses foretrida bolaget.
Att den anstilldes uppfattningar om hur produktionen skulle bedrivas

17" Se Malmberg, Jonas, Bjorknis, Hanna, Eriksson, Kurt, Hansson, Mikael, Herzfeld
Olsson, Petra och Larsson, Tommy, Medbestimmandelagen. En kommentar Del I, Nor-
stedts Juridik 2018 s. 72 ff. med hinvisningar.

18 ”Nigon”-frigan finns ocksd pa den utsattes sida, och i diskrimineringslagen. Se Hell-
borg, Diskrimineringsansvar s. 249 ff.
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till £6ljd av dennes erfarenhet och kunskap spelade ingen roll, utan det
avgorande ir att ha inte var arbetsledare i formell mening. Eftersom de
som hade sidan formell stillning inte kinde dill tilltaget att utesluta de
fackliga medlemmarna frin inbjudan kunde inte heller den atgird som
uteslutandet innebar tillriknas arbetsgivaren. Arbetsgivaren ddmdes inda
att betala skadestand, men pa grund av atgirden att betala f6r middagen
sedan det blivit kint for bolaget (det vill siga for dess behériga foretride)
att medlemmarna i fackféreningen uteslutits.

Skulden miste kunna kopplas till arbetsgivarens person, dven om det
ir en juridisk person. Den kopplingen dr formell, i att en atgird skall
vidtas av nigon pé ena sidan liggs alltsd att denne négon riteslige skall
knytas till sidans rittshandlingsforméiga pa ett visst sitt. Skulden méste
vara arbetsgivarens. Vore atgirden att sortera ut de fackliga medlem-
marna istillet utford av ett tekniskt system som arbetsgivaren infort kan
det knappast tinkas att arbetsgivaren pd samma sitt skulle kunna freda
sig med en hinvisning till att den foreningsriteskrinkande handlingen
inte utforts av denne, dnnu mindre att den inte utfores pa dennes sida.

C-81/12 Asociatia Accept

Den svenska tillimpningen av "nagon pa arbetsgivar- eller arbetstagar-
sidan” dr restriktiv pd sd sdtc att de mojligheter att utdoma ansvar som
ges av ordalydelsen inte utnyttjas, utan de begrinsas av den formella
kopplingen till arbetsgivarens identitet. EU-domstolen har givit uttryck
for en annan instillning vid tillimpning av det EU-rittsliga likabehand-
lingsdirektivet som forbjuder diskriminering i arbetslivet diskriminering
i arbetslivet pa grund av religion eller 6vertygelse, funktionshinder, alder
eller sexuell liggning.'” Malet C-81/12 Asociatia Accept rrde situationen
att en person som var deldgare i en professionell fotbollsklubb och som
av media och allminhet anségs vara foretridare for klubben offentligt ut-
talade att klubben inte tinkte anstilla en viss fotbollsspelare som pastods
vara homosexuell. I uttalandena framgick att det inte spelade nagon roll
om spelaren ifriga var homosexuell eller inte, utan att det som rappor-
terats i media om dennes sexuella liggning rickte for att klubben skulle
vigra anstilla honom. Att uttalandena i och for sig var diskriminerande
var utom friga, och att de skulle omfattas av reglerna om de gjorts av

19 Radets direktiv 2000/78/EG av den 27 november 2000 om inrittande av en allmin
ram for likabehandling i arbetslivet.
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en behorig foretridare for klubben. I domen hinvisas till mil C-54/07
Feryn, i vilket en foretridare for en arbetsgivare i media uttalat att hans
foretag inte kunde anstilla utlindska arbetstagare eftersom foretaget da
inte skulle fi ndgra uppdrag (foretaget installerade sikerhetsportar). I Ac-
cept stilldes frigan om uttalande av nagon som inte 4r behérig foretradare
omfattas av regleringen. Efter att ha konstaterat den skillnaden mellan
de bada malen (p. 46) hinforde sig EU-domstolen till bevisborderegeln
i diskrimineringsmal (som 4r densamma som i mal om f6reningsritts-
krinkning enligt medbestimmandelagen). Enligt den regeln ir det den
som anser sig diskriminerad som har att visa omstindigheter som ger
anledning att anta att diskriminering férekommit (med EU-domstolens
formulering), medan den som pastds ha diskriminerat har att visa att
diskriminering inte forekommit. Istillet for att kriva en formell koppling
mellan den som gor uttalandet EU-domstolen att arbetsgivaren inte kan
freda sig med avsaknaden av en sidan koppling: ”Endast [min kursiv]
den omstindigheten att sidana uttalanden som de som ir i fraga i det
nationella malet inte direkt gors av en viss svarandepart utgdr inte med
nédvindighet hinder for att det, med avseende pa den parten, kan anses
ha visats att det foreligger "fakta som ger anledning att anta att det har
forekommit ... diskriminering’ i den mening som avses i artikel 10.1
i direktivet” (p. 48) och vidare [e]n arbetsgivare som ir svarandepart
kan siledes inte motbevisa att det foreligger fakta som ger anledning att
anta att arbetsgivarens anstéllningspolicy r diskriminerande endast [min
kursiv] genom att gora gillande att de uttalanden som suggererar att det
foreligger en homofobisk anstéllningspolicy har gjorts av en person som,
dven om vederborande pastir sig och forefaller ha en betydande still-
ning i arbetsgivarens verksamhet, juridiskt sett inte har firmatecknings-
ritt vad giller anstillningar” (p. 49). Jimfort med de ovan diskuterade
svenska mélen ir alltsd utgdngspunkten den omvinda, istillet for att som
Arbetsdomstolen i de ovan redovisade fallen kriva en formell koppling
mellan den som utfér den diskriminerande handlingen och den som ir
ansvarig for diskrimineringen (arbetsgivaren) innebir EU-domstolens
tillimpning att arbetsgivaren inte kan freda sig frin ansvar genom att
hinvisa enbart till frinvaron av en sidan koppling. Bevisningen till st6d
for att diskriminering inte forekommit skulle istéllet kunna vara att den
anstillningspolicy som faktiskt f6ljs helt saknar samband med diskrimi-
neringsgrunden eller att den klubb som kopplas samman med de diskri-
minerande uttalandena i media tar avstind frin dem (p. 56 och p. 58).
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Det dndamal som skall tillgodoses med tillimpningen 4r att diskrimi-
neringsférbuden skall ges verkan, vilket skulle kunna dventyras om dess
tillimpning skulle begrinsas av bundenhet till en formell kontraktsrela-
tion — férbuden, och dirmed arbetsgivarens ansvar, kommer alltsd att
tillimpas extensivt.?® I den svenska tillimpningen tillgodoses inte samma
dndamal, istillet tycks den folja en logik som leder till en restriktiv till-
limpning, att ansvar inte dldggs arbetsgivare nir diskriminerande hand-
lingar inte kan tillskrivas behoriga foretrddare. Ingen av ingangarna gor
det dock svarare att bortse fran diskriminerande handlingar som foljer av
en automatiserad behandling. Det kan noteras, dven om det inte spelar
nagon roll for de rittsliga implikationerna, att automatiserade proces-
ser for rekrytering inte 4r immuna mot att ta férdomsfulla eller osakliga
hiansyn — tvirtom kan det visa sig, eftersom de riskerar att okritiskt repro-
ducera osaklig sirbehandling som genom tidigare sirbehandling byggt
in i det material som processen utgdr ifrin.?! Det kan knappast vara i
linje med det effektiva genomforandet av diskrimineringsférbuden i EU-
ritten att lata arbetsgivare freda sig med hinvisning till automatiserade
processer.

4 Avslutning — landning i ett gammalt svar

Ridsla for forlorade arbetstillfillen 4r ett politiskt problem, som ritten
sjalv dr bade indifferent i forhallande till och oférmogen att sjilv 16sa.
Diremot kan ritten prioritera det konservativa eller omstillningen. I sig
sjdlv tycks inte de regler som omger "arbetsgivarbegreppet” och dirmed
arbetsgivarens identitet utesluta andra rittssubjekt 4n de invanda fysiska
personerna och associationerna i och for sig — om det dr meningsfullt att
utkriva ndgot ansvar ir en annan fraga (se strax nedan). Frigan om ansvar
berors i de tre rittsfallen som diskuteras, dir en skillnad mirks mellan de
svenska rittsfallen frin Arbetsdomstolen och fallet frin EU-domstolen.

I de forstnimnda (AD 2007 nr 45 och AD 2013 nr 5) kommer arbets-

20 Hellborg, Diskrimineringsersittning s. 152 f. Hellborg drar slutsatsen att den svenska
ritten inte dr oférenlig med EU-ritten, eftersom det finns majlighet att beakta EU-rétten
genom en konform tolkning av 2 kap. 1 § diskrimineringslagen. Det innebir dock inte
att den arbetsrittsliga forstaelsen av "arbetsgivare” och dess koppling till kontrakesrelatio-
nen med arbetstagaren inte fortjinar kritik.

2l Se Kullmann, Miriam, Discriminating Job Applicants Through Algorithmic Decision-
Making (January 1, 2019). Available at SSRN: https://ssrn.com/abstract=3373533 or
http://dx.doi.org/10.2139/ssrn.3373533, s. 5 och s. 13.
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givaren undan ansvar genom att andra personer utfér diskriminerande
handlingar. Sasom Arbetsdomstolen tillimpar diskrimineringslagen res-
pektive reglerna om foreningsritt forutsitts en formell koppling, eller att
arbetsgivaren kan goras ansvarig enligt regler om principalansvar, princi-
per om culpa in eligendo, vel instruendo, vel inspiciendo eller nagot annat
(inget sadant diskuterades i fallen, men hir handlar det om reglernas
inneboende méjligheter). Det ir, mot bakgrund av domen i C-81/12 Aso-
ciatia Accept, moijligt att ritesliget dndrats. Oavsett tycks ansvaret vara
mer omfattande om arbetsgivaren anvinder sig av Al, eller ndgot annat
icke-minskligt. Det finns da ingen annan att skylla pa, och reglerna pekar
ut “arbetsgivaren” som ansvarig. Vare sig arbete eller arbetsledning férut-
satter dock for sin existens intelligens, vare sig artificiell eller annan. De
civilrittsliga reglerna syftar till ansvarsférdelning, men det kan fordelas
hur som helst s linge som subjektet kan ha en férmogenhet. Regler som
fordelar ekonomiskt ansvar bryr sig dock sillan om ifall den som pekas ut
kan betala i och for sig, utan den ekonomiska risken stannar nigonstans.
De civilrittsliga reglernas grundar sig pd en funkrtionalistisk ideologi.* S3
linge det handlar om att ge rittigheter méter det inga stdrre hinder att
ge djur, floder eller datorer status av rittssubjekt,”” men att ge ansvar ir
en annan friga. Det 4dr nog ocksa dir hindret for att betrakta Al som en
arbetsgivare ligger. Reglerna forutsitter inte bara att ndgon kan éliggas
ekonomiskt ansvar, utan att nigon kan aliggas skuld.>* Djur, floder, dato-
rer och Al kan inte bira skuld. Skuld férutsitter ett moraliskt ansvar, och
dirmed minsklighet.”” Det ir inte artificiell intelligens som ir problemet,
utan att artificiell skuld inte ir maijlig att tillskriva. Skiftet kommer om vi
tillskriver AI moral — da 4r den inte artificiell lingre, och problemet upp-
16ses. Till dess ldr vi oss mer om ritten och dess grinser genom att lisa
en gammal bok som Herman Melvilles Billy Budd, Sailor in alla samtida
analyser av Al och ritten (inklusive denna, varfor det boktipset kommer
lite sent).2¢

22 Almkvist, Gustaf, Férmdgenhetsbrott och formégenhetsrite. Om straffansvaret i 8
och 10 kap. brottsbalken och dess forhéllande till civilritten, Tustus 2021 kap. 3.3. och
s. 146 f.

2 Fridstrdm-Montoya, Homo juridicus s. 37 f.

2% Den rittsrealistiska ideologin som ligger bakom den civilrittsliga samtida forstielsen
av virlden doljer det, se Stenlund, Rittighetsargumentet i skadestindsritten s. 105 f.

% Fridstrdm-Montoya, Homo juridicus s. 74 och s. 80.

26 For tips pa fler, och mer samtida, bécker se Anni Carlssons bidrag i denna volym.
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1 Introduction

By now, most of us have become used to receive offers and advertising
when surfing the web. As soon as we enter into webpages with ads, it is
not uncommon that we are offered products that are based on searches or
online shopping that we have recently done. Websites and online shops
which we visit and in which we are members also keep offering us ads
and “special offers” based on our searches and our previous purchase pat-
terns, referred to as personalized offers in this paper. While I am certain
that many feel a certain annoyance of how quickly companies are tracing
and spreading the data that we leave behind, it is also likely that many
take advantage of those special offers that are made to them. We benefit
from receiving discounts on products that we purchase frequently and
from the “good deals” we make on products that we ordinarily cannot
afford to buy. Leaving aside the issue of how companies handle our data,
which is not the topic of this paper, the question could be asked whether
the offers that have been adapted to a person’s specific needs and demand
could somehow be harmful. In particular, it could be discussed whether
personalized offers constitute a form of illegal differential treatment be-
tween different customers. Such an issue seems prima facie to concern
rules on consumer protection and anti-discrimination.! However, differ-

' F Zuiderveen Borgesius, ‘Price Discrimination, Algorithmic Decision Making, and
European Non-Discrimination Law’ (2020), 31 European Business Law Review 401
(Zuiderveen Borgesius 2020); T de Graaf, ‘Consequences of nullifying an Agreement
on Account of Personalised Pricing’ (2019), European Consumer and Market Law (de

Graaf 2019).
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ential treatment of customers could also potentially be captured by EU
Competition Law when a supplier has market power. That is topic of this
paper.

Although it is dangerous to make too general statements about the
competition rules, a simple description of the scope of competition law
is that it mainly deals with marker power. With market power it is meant
that an undertaking to a certain extent may determine market condi-
tions, such as price and output. By contrast, under conditions of effective
competition undertakings would normally have to adapt themselves to
market conditions in order to survive on the market, being so-called price
takers. A dominant undertaking may thus exploit its market power to
the detriment of competition, competitors and ultimately the consum-
ers. EU competition law, in particular through Article 102 Treaty of the
Functioning of the European Union (TFEU), sets limits for the exercise
of market power. While the pro and cons of price discrimination has
always been a debated issue, it is in particular in the presence of mar-
ket power that the potential negative effects of price discrimination may
emerge. In cases of market power, customers are normally also not in a
position to negotiate the price or other conditions. Normally, in such
cases the majority of the customers will be dependent to some extent
on the company with market power. In addition, if the product has the
character of a must-have product, the dependency of the customers will
be greater. For such cases, competition law may offer remedies. However,
a problem is that it is debatable whether the rules are well designed to
handle undertaking’s behavior directly directed towards natural persons
(hereinafter designated as end-consumers), and whether the previous case
law and administrative practice give sufficient support and guidance for
applying the competition rules to such situations. It may seem ironic that
competition law, which is regularly characterized as promoting consumer
welfare, is not self-evidently applied to all transactions directly involving
dominant undertakings and end-consumers, and which may have a neg-
ative effect upon the latter. However, the main thrust of competition law
is to regulate companies’ behavior on the market towards customers and
competitors, which supposedly will indirectly benefit end-consumers by
promoting more competitive and efficient markets.

Accordingly, this article explores the possibility to apply Article 102
TFEU to personalized prices. Section 2 explains the meaning of person-
alized prices and their effect on economic welfare. Section 3 describes,
in general, Article 102 TFEU and some its elements relevant for this
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paper. In Section 4 the possibility to capture personalized offers as illegal
price discrimination under Article 102 TFEU is discussed. Finally, in
section 5, it is concluded that it is problematic to assess personalized
pricing under Article 102 TFEU, as the available tests may either be over
or underinclusive. Arguably, it would be a better option to primarily reg-
ulate such practices with other bodies of rules that are focused on directly
protecting end consumers.

2 Data, Algorithms and Personalized Offers

The business model of many of today’s tech companies, relies on the col-
lection of data. Online platforms, such search engines, online sales apps,
or just any application or website, collect data of individuals regarding
searches, location data, purchases, age, gender etc. With the development
of new algorithms and data mining, such data is processed in order to
create profiles of individuals that are used by online platforms to predict
those individuals’ behavior. Accordingly, online platforms can use such
data to make individually targeted advertising and sales offers with a price
only offered to the individual in question, so called personalized pricing.”
Personalized pricing is said to consist of two elements. The first element is
the practice of discriminating prices to different consumers. The second
element is that the offers (normally a price) are adapted based on infor-
mation of the consumer’s personal characteristics and conduct (so-called
targeting or profiling). The second element is normally based on the data
that has been collected about the consumer.?

On the surface, the effects of personalized offers are ambiguous. It
may be doubtful that many consumers would complain that offers are
personalized as the design of such offers is adapted to our individualized
possibility to pay. It seems also doubtful that many consumers would ob-
ject to targeted advertising of goods and services that they are interested
in. On the contrary, it may be suspected that many of us would see the
benefits of such offers. For instance, a would-be customer that has visited

2 M Botta and K Wiedemann, “To discriminate or not to discriminate? Personalised pric-
ing in online markets as exploitative abuse of dominance’ (2020), 50 European Journal
of Law and Economics 381 (Botta & Wiedemann 2020), 382; C Townley, E Morrison
and K Yeung, ‘Big Data and Personalized Price Discrimination in EU Competition Law’
(2017), 36 Yearbook of European Law 683 (Townley et al. 2017), 684-685.

3 OECD, ‘Personalised pricing in the digital era’ (2018), Background Note, DAF/
COMP (2018)13 (OECD 2018), 8.
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a website looking for a particular product and who has chosen not to
purchase, would hardly react negatively if he/she receives an offer a few
days later regarding the same product for a “discount” price. Similarly,
a consumer may not object to continuously receiving new offers about
such goods in the future (at least, until the demand for that good/service
has been satisfied). On the other hand, it seems also that individuals may
object to that “special offers” are being made to other customers, but not
to them.? So, in other words, while we may like personalized offers when
we benefit, we may actually dislike companies making such offers when
we do not get the same treatment as other customers.

From an economic perspective, the discussion concerns whether a
company could use personalized prices to engage in price discrimination
that enhances welfare and in particular consumer welfare. According to
mainstream economic theory, three conditions need to be met for price
discrimination to be feasible. Firstly, there must be market power. Sec-
ondly, it must be possible to segment the market according to consum-
er’s willingness to pay, which also presupposes the capacity to measure
consumers’ willingness to pay. Thirdly, it must be possible to prevent
arbitrage (which is the possibility for another company to exploit price
differences between customers and customer groups by buying goods/
services from the low-price paying customer group and selling to the
high-price paying customer group). The exact degree of market power
necessary to be able to maintain a price discrimination scheme has been
subject of discussion, as well as whether market power is necessary at all.
Although this is an interesting discussion, it is not necessary to elaborate
further on this issue in this paper as Article 102 TFEU does not apply to
situation when there is no or a very limited form of market power.

According to economic theory, there are three types of price discrimi-
nation.C Firstly, there is perfect price discrimination, also called first-degree
price discrimination. This means that the supplier would be able to pro-
file and target the willingness to pay of each individual customer when
such a price is above the marginal cost. In such a situation, the sup-

4 Botta & Wiedemann 2020, 388.

5> See for instance L Henriksson, Konkurrensrittsovertridelser — Ekonomisk analys i den
Jjuridiska processen (Norstedts Juridik, Stockholm, 2013) (Henriksson 2013), 174;
Townsend et al. 2017, 698, cross-referencing to M Levine, ‘Price discrimination without
market power’ (2002), 19 Yale Journal on Regulation, 1 (Levine 2002).

¢ R O’Donoghue and ] Padilla, 7he Law and Economics of Article 102 TFEU (2nd ed.,
Hart Publishing, Oxford, 2013). (O’Donoghue & Padilla 2013), 782-783.
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plier would be able to satisfy demand that could not be satisfied with
a uniform market price. The effects of perfect price discrimination are
mostly seen as beneficial for welfare. However, while aggregate efficiency
may increase, overall consumer welfare may decrease when compared to
a uniform market price. Normally, perfect price discrimination is not
feasible in real markets. Secondly, second-degree price discrimination con-
cerns the situation when suppliers set different prices depending on the
quantity purchased by customers. This would correspond to a quantity
discount given to customers. The differential pricing is not based on the
identity of the purchaser but only the quantity bought. As this type of
price discrimination is based on differences in costs, it is generally seen
as welfare-enhancing within economic theory. Thirdly, third-degree price
discrimination refers to the situation when different customer groups are
offered different prices depending on their willingness to pay. Normally,
a supplier would segment the market depending on different group of
purchaser’s demand elasticity. Demand elasticity, if explained in a simple
and non-economic manner, refers to the sensitivity of customer groups to
changes in price (or other economic factors) which affect their demand. If
price increases and the demand of a customer group diminishes slightly,
or not at all, there is low demand elasticity for that particular group of
customers. In a third-degree price discrimination scheme, a higher price
is charged to customer groups with low demand elasticity, while a lower
price is offered to groups with high demand elasticity. Examples of such
price discrimination may e.g. be lower prices offered for a particular ser-
vice to students or elderly people. Third degree price discrimination may
be welfare enhancing, as it would increase output for customers groups
with a high demand elasticity. On the other hand, it could also result in
higher prices and reduced welfare for customers with low elasticity.
While the account, so far, has addressed the classical view on price dis-
crimination, which are based on economic models involving a monopo-
list or undertakings that are close to a monopolist, the assessment of price
discrimination in imperfect competitive markets becomes more compli-
cated. Arguably, whether the differential pricing is based upon that cer-
tain customers are willing to pay a higher price because they are either
loyal to a brand or because of high search costs may have an impact on
the welfare effects.” However, it is questionable whether this would have

7 Townsend et al. 2017, 691-694.
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an impact on the assessment of cases under Article 102 TFEU, as the
provision requires that one undertaking dominates the relevant market.

It follows that the welfare effects of price discrimination are ambigu-
ous.® Arguably, the only type of price discrimination that seems to have
positive effects with more certainty is second-degree price discrimination.
However, in real markets, not even such discrimination is unambiguously
beneficial for the market, which is shown by the practice of antitrust
authorities regarding rebate systems.” As regards the potential positive
effects of price discrimination of the first or third degree, they require
a certain degree of information (about the willingness to pay) and that
customers could not engage in arbitrage, meaning the possibility to offer
goods/services purchased to a lower price to customers that normally pay
a higher price.!® Costs for acquiring the information of the willingness to
pay or to prevent arbitrage may results in overall negative welfare effects.
It is therefore unclear and case specific whether price discrimination will
result in positive welfare effects.

As regards discrimination through personalized pricing, the potential
benefits would follow primarily from the possibility to engage in perfect
price discrimination. As stated above, it is however generally argued that
perfect price discrimination is not possible in real markets. The current
literature therefore explores the benefits of personalized pricing in the
form of third-degree price discrimination. It seems obvious that the gath-
ering of data has made it possible for companies to acquire enough data
in order to better approximate the willingness to pay in a manner that
has not been possible before. To which extent this is actually costless
is so far not discussed in the current scholarly writing in antitrust law.
Speculating, it does not seem obvious that the development of algorithms
and data collecting technology as well as their application would be neg-
ligeable. If that is correct, it may decrease the potential benefits from
personalized pricing. In addition, it seems also uncertain to what extent
customers, with time, would find it profitable to engage in arbitrage,
considering that they (nowadays) also benefit from easy access to online
sales channels for “second-hand” products.

8 O’Donoghue & Padilla 2013, 782.

9 See e.g. Case C-95/04 P British Airways plc v. Commission of the European Commu-
nities (EU:C:2007:166) (British Airways).

19 M Borreau, A de Streel and I Graef, ‘Big Data and Competition Policy: Market Power,
Personalised pricing and Advertising’ (2017), CERRE project report (Borreau et al.
2017), 39.
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All in all, the welfare effects of personalized pricing seem to be ambigu-
ous. While algorithms and data collection technology permit companies
to easier measure customer’s willingness to pay and engage in price dis-
crimination, it is not certain that this could be done costless. Considering
that the normal outcome for consumers of price discrimination is not
entirely positive, additional costs for collecting data and preventing arbi-
trage may be problematic for endorsing a positive view on personalized
pricing from an economic perspective.

3  EU Competition Law, Abuse of Dominance
and End-Consumers

As noted above, the welfare effects of price discrimination and person-
alized pricing are ambiguous according to economic theory. That factor,
as such, could be the basis of an argument against EU competition law
intervention in price discrimination cases. This has however not hin-
dered the Commission to have a somewhat harsh stance towards price
discrimination, in particular by dominant firms. It is not uncommon
for instance that the Commission introduces requirements through soft
law of non-discrimination by dominant suppliers or suppliers with some
market power when dealing with more specific situations.'! Accordingly,
it could be argued that the Commission seems to have made a policy
choice that price discrimination is seen as something problematic and
which preliminary should be seen as anti-competitive in the presence of
market power.

If such a position is taken for granted, it is important to note that it is
still not self-evident that the application of EU Competition Law could
cover actions directly discriminating consumers such as personalized
pricing. Although the Court has consistently made a general statement
that Article 102 TFEU cover actions that directly harm consumers,!?
in principle, all cases that come under scrutiny under competition law
concern actions that undertakings have taken against other companies,

' See e.g. Communication from the Commission, Guidelines on the application of Ar-
ticle 101 of the Treaty on the Functioning of the European Union to technology transfer
agreements, EUT [2014] C 89/3, para. 261.

12 Case 6/72 Europemballage Corporation and Continental Can Company Inc. v. Com-
mission of the European Communities, EU:C:1973:22 (Continental Can), para. 26; Case
C-52/09 Konkurrensverket v. TeliaSonera Sverige AB, EU:C:2011:83 (ZéliaSonera).
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either competitors, or customers that purchase input goods or services.
The case-law is also unclear on whether the more specific prohibition of
anti-competitive price discrimination could be stretched to transactions
involving consumers. Although there are a number of academics that
find support for the application of EU Competition Law directly to sup-
plier-consumer relations, including price discrimination schemes, this is
still an unclear issue that needs to be briefly discussed.'?

Accordingly, in this section, the first subsection introduces Article 102
TFEU briefly, as this publication is partly directed towards non-compe-
tition lawyers. The second subsection addresses the original aims of the
prohibition of discrimination under Article 102 TFEU (or then Article
86 EEC). Thirdly, the final subsection addresses the applicability of Arti-
cle 102 TFEU to supplier-consumer transactions.

3.1 An overview of Article 102 TFEU

Article 102 TFEU prohibits abuse by an undertaking in a dominant po-
sition. Importantly, dominance requires definition of the relevant mar-
kets.!* This is a complex issue, which requires an assessment of substi-
tutability between different goods and services. The purpose of defining
markets is to determine which suppliers of goods and services that exert
an immediate competitive pressure on the company that is subject to an
investigation under Article 102 TFEU.' Suppliers of goods/services that
are substitutable exert such a competitive pressure. Once the relevant
market has been determined, it needs to be assessed whether the com-
pany under investigation is dominant on that market. An assessment is
made of the company’s market share, the competitive pressure by exist-
ing competitors in the relevant market, potential competition that exerts
or may exert pressure on the company, as well as whether the company
meets customers with market power (buyer power). If an overall assess-
ment indicates that the company can behave to a certain extent inde-

13 See e.g. P Akman, “To abuse, or not to abuse: discrimination between consumers’
(2007), 32 European Law Review 492 (Akman 2007); I Graef, ‘Consumer Sovereignty
and competition law: from personalization to diversity’, 58 Common Market Law Re-
view 471 (Graef 2021).

14 Case 27/76 United Brands Company and United Brands Continentaal BV v. Com-
mission of the European Communities, EU:C:1978:22 (United Brands), para. 10.

15 Commission Notice on the definition of relevant market for the purposes of Commu-
nity competition law OJ [1997] C 372/5 (Relevant Market Notice), para. 13.
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pendently from competitors, customers and ultimately consumers, the
company is classified as a dominant undertaking.'® The power to behave
independently could for instance be the possibility to determine price
in the market, without having customers and consumers migrating to
competitors.

Once the company has been found to be dominant, it is also necessary
to find an abuse, as dominance, as such, is not prohibited under Arti-
cle 102 TFEU.' It is only abusive behavior by dominant undertakings
that is prohibited, as such behavior constitutes the exploitation of market
power to the detriment of competitors, customers and the market. It
must be noted that there are no general criteria that are common to all
type of abuses under Article 102 TFEU. Abuses may be divided up in
three categories: exploitative abuse, exclusionary abuse and abuses that
harm the single market."® With exploitative abuses it is meant that the
dominant undertaking abuses its market power in relation to customers
to gain advantages that it could not get under normal market condi-
tions."” Exclusionary abuses result in the exclusion of companies from
the relevant market(s) which diminishes the competitive pressure.?’ This
may permit the dominant undertaking, at a later stage, to exploit its mar-
ket power towards customers and consumers. The category of abuses that
harm the single market refers to practices that specifically hinder trade
between Member States.”!

Article 102 TFEU also provides a non-exhaustive list of abuses.?? Ar-
ticle 102(a) TFEU concerns the imposition of unfair prices and unfair
trading conditions. Article 102(b) TFEU addresses the limitation of pro-
duction, markets and technical development to the prejudice of consum-

16 United Brands, para. 65.

17 See e.g. Case C-209/10 Post Danmark A/S v. Konkurrenceradet, EU:C:2012:172
(Post Danmark 1), para. 21.

18 R Whish and D Bailey, Competition Law (9th ed., Oxford University Press, 2018)
(Whish & Bailey 2018), 215-6.

1 R O’Donoghue and J Padilla, 7he Law and Economics of Article 102 TFEU (2nd ed.,
Hart Publishing, Oxford, 2013) (O’Donoghue & Padilla), 214; ] Temple Lang, ‘Mono-
polisation and the definition of “abuse” of a dominant position under Article 86 EEC
Treaty’ (1979), 16 Common Market Law 345 (Temple Lang 1979), 345.

20 O’Donoghue & Padilla 2013, 215.

2L See e.g. joined cases C-468/06 to C-478/06 Sot. Lélos kai Sia EE and Others v.
GlaxoSmithKline AEVE Farmakeftikon Proionton, formerly Glaxowellcome AEVE,
EU:C:2008:504 (Lélos kai).

22 Continental Can, para. 26.
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ers. Article 102(c) TFEU targets discrimination of certain trading part-
ners when compared to equivalent transactions entered by the dominant
undertaking, and which puts customers at a competitive disadvantage.
Article 102(d) concerns the imposition on customers of the additional
obligations unconnected to the main transaction, or so-called tying.
Although Article 102 TFEU does not include an exemption, unlike
the provision in Article 101(1) TFEU on anticompetitive collusion, the
Court and the Commission have developed the doctrines of objective
justification and efficiency defense.” Strictly speaking, the possibility of
justification is not an outright exemption but constitutes a part of the de-
termination of abuse. However, the way that the Commission structures
the assessment of efficiencies does not really differ from the assessment

under Article 101(3) TFEU.%

3.2 'The origins of Article 102 TFEU and discrimination

While it may seem to be redundant to discuss what the original intent
of the founding fathers was with the provision in Article 86 EEC (which
today is Article 102 TFEU), it is not uncommon that commentators
have tried to interpret such an original intent to draw inferences for the
interpretation of the provision today.

Importantly, the Spaak Report of 1956 explained the problem with
“monopolies” and dominant undertakings.?> In particular, monopolies
and dominant undertakings could obstruct the benefits of dismantling
barriers to trade which would follow from other rules in the Treaties.
While the elimination of trade barriers would make it harder, if not im-
possible, for companies to engage in price discrimination (in particular
price dumping) between different Member States, a dominant under-
taking or a cartel would still have the possibility to engage in such price
discrimination.?® In addition, agreements between undertakings sharing
markets would reestablish the division between (geographical) markets
and could result in the limitation of technical progress. Moreover, the

% See e.g. Case C-209/10 Post Danmark A/S v. Konkurrencerddet (EU:C:2012:172)
(Post Danmark), para. 41.

24 Communication from the Commission, Guidance on the Commission’s enforcement
priorities in applying Article 82 of the EC Treaty to abusive exclusionary conduct by
dominant undertakings OJ [2009] C 45/7 (Priority Guidelines), para. 30.

2> Spaak Report (1956), available at https://www.cvce.eu/en.

26 Spaak Report, 55.
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domination of specific product markets would undermine the benefits
of a larger market, the use of technology for mass production and the
maintenance of competition.”” The focus of the Spaak Report seems to
have been foremost the use of competition rules to promote market inte-
gration and, in particular, to eliminate price discrimination.

It should be noted that as regards abuses of market power the Spaak
Report only went into more depth as regards price discrimination. In
the report it is stated that two specific requirements would apply to de-
termine price discrimination.?® Firstly, the purchaser would in practice
have to submit to the supplier’s conditions. This seems to be based on
the notion that the supplier would be an unavoidable trading partner
and thus probably a dominant undertaking. Secondly, the discrimination
would result in an appreciable harm to competition between purchasers.

In this regard, it may be important to discuss the meaning of “compe-
tition” between different purchasers. Currently, the notion of competi-
tion between customers would necessarily imply that those customers are
found in the same relevant market, as defined today. However, it could
be questioned if the Spaak Report was necessarily based on the notion of
relevant markets as we know it. It could be speculated whether the no-
tion could be constructed broader, as purchasers of an input product or a
reseller could be seen as being “in competition” by the simple reason that
they would be engaged in the same sector. Arguably, such a broad notion
of “in competition” could be supported by the early ground-breaking
case, United Brands, that laid out the general framework for the appli-
cation of Article 102 TFEU.?”’ The Commission and the Court found
price discrimination under Article 102 TFEU even though purchasers
were active in different geographical markets and the competitive disad-
vantages could not possibly distort competition between them. The rul-
ing in United Brands has been interpreted as being motivated by market
integration aim and that the requirement of competitive disadvantage,
in practice, was not given any real meaning. However, it could also be
argued that competitive disadvantage would refer to a notion of being
disfavored, which would limit the possibilities for these customers to pur-

7 Spaak Report, 55-56.

28 Spaak Report, 55.

9 Case 27/76 United Brands Company and United Brands Continentaal BV v. Com-
mission of the European Communities, EU:C:1978:22 (United Brands).
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chase more products and the possibilities for them to resell more quanti-
ties in their respective markets.

Obviously, such a notion of competitive disadvantage rings false for
competition lawyers today.*® However, in a pure “trade context”, it does
not seem far-fetched that a competitive disadvantage could be construed
when comparing two companies that are not active in the same geo-
graphical market. A dominant company that price discriminates custom-
ers located in different Member States can contravene the benefits of
internal market, which presumedly would gravitate towards an elimina-
tion of price differences between Member States. Such price discrimina-
tion permits the dominant undertaking to enrich itself by capturing the
profit margins each individual Member State can bear. Consequently,
the customers’ competitiveness would suffer, including the possibilities
to engage in cross-border trade inside and outside of the internal market.
From this perspective, the origins of the prohibition against price dis-
crimination, seems to have been intrinsically linked to exploitative abuse
and the market integration imperative.®!

3.3 'The application of Article 102 TFEU to transactions
between dominant undertakings and end-consumers

It follows from Article 102(c) TFEU that price discrimination may be
an abuse. The provision requires that the trading partner that is discrim-
inated suffers a competitive disadvantage. Importantly, the provision is
specific to the extent that it specifies that the aggravated party is a “trad-
ing partner”. It has therefore been argued that Article 102(c) TFEU, by
its wording, does not capture price discrimination practices that are di-
rected at customers that are consumers, as such.’* As stated above, the
majority of cases under Article 102 TFEU have concerned transactions
between dominant undertakings and customers that have been under-
takings, or behavior directed towards other competitors (which naturally
have been undertakings). This does not mean that Article 102 TFEU

could not apply ar all to transactions involving end-consumers. In fact,

30 Se e.g. D Geradin and N Petit, ‘Price Discrimination under EC Competition Law:
The Need for a Case-by-Case Approach’ (2005), The Global Competition Law Centre
Working Papers Series 07/05 (Geradin & Petit 2005), 41.

31 Temple Lang 1979, 346, 353 and 359.

32 Henriksson 2013, 193.
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the Court has stated that Article 102 TFEU may be applied to actions
that directly injure consumers.?® There is also a consistent view among
commentators that Article 102 TFEU could apply to such transactions.
However, there are only a few odd cases that actually concern behavior
directed towards end-consumers. Obviously, for personalized pricing to
be considered as an abuse, it is a crucial question whether Article 102
TFEU could be applied to discrimination in transactions between domi-
nant undertakings and end-consumers. If there is no support for such
an approach, it would not matter how discrimination is classified as an
abuse. Accordingly, this subsection explores when and to which extent
the prohibition in Article 102 TFEU applies to transactions involving
end-consumers, by particularly reviewing the relevant cases under points
(a), (b) and (¢) of the provision, which are the points that so far have been
applicable to exploitative abuses.

The preliminary question is thus to which extent Article 102 TFEU
captures actions directed at consumers. As a starting point, EU Competi-
tion Law aims, amongst other things, to protect consumers or consumer
welfare.* However, the use of the concept of “consumers” according to
EU Competition Law is ambiguous as it does not refer solely to end-con-
sumers, but includes more broadly users of a good or service, which in
many cases concern undertakings acting as customers.>> Importantly, Ar-
ticle 102 TFEU has mostly been used to capture exclusionary conduct,
in other words, actions that would restrict competition by competitors
to a dominant company. Such behavior mainly falls under Article 102(b)
TFEU, the limitation of markets, although some abuses fall under Arti-
cle 102(a) and (d) TFEU. As competitors are excluded, it may lead (or
be presumed) that the dominant company would be enabled to increase
prices or to impose unfavorable conditions on consumers.*®

However, Article 102(a) TFEU gives support for that the provision
can be applied to actions directed at consumers. The provision states that

3 Continental Can, para. 26.

T Eilmansberger, ‘How to Distinguish Good from Bad Competition under Article 82
EC: in search of clearer and more coherent standards for anti-competitive abuses’ (2005),
42 Common Market Law Review 129 (Eilmansberger 2005), 133-134.

% Commission Notice, Guidelines on the application of Article 81(3) of the Treaty, O]
[2004] C 101/97 (Exemption Guidelines), para. 84.

36 N Kroes, “Tackling Exclusionary Practices to Avoid Exploitation of Market Power:
Some Preliminary Thoughts on the Policy Review of Article 82’ (2005), 29 Ford-
ham Inf1 L.J. 593 (Kroes 2005), 595.

287



Viadimir Bastidas Venegas

an abuse may be the imposition of unfair prices or other unfair trading
conditions. In particular, the provision has been used to capture cases on
excessive pricing, which concerns prices that bear no reasonable relation
to the economic value of the product or service provided by the domi-
nant undertaking. Normally, such conduct could not only be directed
at customer that are undertakings, but also end-consumers. In fact, the
greatest danger with dominance is that the company would engage in
exploitation of market power by e.g. setting excessive prices towards cus-
tomers, including end-consumers. Moreover, the situations of customers
being undertakings or end-consumers are in principle the same, the only
difference being that an undertaking would potentially be able to pass
on excessive prices to its customers, which could include end-consumers.
The case-law is however mainly concerned with the complaints made by
traders that are customers of the dominant undertaking. For instance,
there is a long line of case law that concerns customers to copyright col-
lective societies paying royalties for use of music.’” In these cases, com-
panies have complained that the royalties have been excessive because the
of the calculation method has not reflected the economic value of the
service provided by the dominant undertaking. Other cases have con-
cerned traders’ complaints about excessive prices in combination with
price discrimination.®

An early case that may give some support that the scope of Article 102
TFEU would capture transactions involving natural persons, although
not end-consumers, is BRT 1> The Court held that a copyright col-
lective society had abused its position by imposing unfair trading con-
ditions in its contracts with two authors. Importantly, the abuse did
not occur in an ordinary supplier-customer transaction. Rather the two
authors constituted natural persons that had assigned their copyright,
which is an “input” for the copyright collective society. Thus, the abuse
concerned the “purchasing” by the dominant undertaking. It could be

% Case 125/78 GEMA, Gesellschaft fiir musikalische Auffiihrungs- und mechanische
Vervielfiltigungsrechte, v. Commission of the European Communities, EU:C:1979:237
(GEMA); Case C-177/16 Autortiesibu un komunicésanas konsultaciju agentiira / Latvijas
Autoru apvieniba v. Konkurences padome, EU:C:2017:689 (AKKA/LA); Case C-372/19
Belgische Vereniging van Auteurs, Componisten en Uitgevers CVBA (SABAM) v. Weare-
one. World BVBA and Wecandance NV, EU:C:2020:959 (Wecandance).

38 United Brands, paras. 234-268.

3 Case 127/73 Belgische Radio en Televisie and société belge des auteurs, compositeurs

et éditeurs v. SV SABAM and NV Fonior (EU:C:1974:25) (BRT II).
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argued that the two authors would be in a similar position as end-con-
sumers, in particular considering the power balance between the parties
and the fact that copyright holders may be seen as unsophisticated actors
like end-consumers. On the other hand, it is important to note that the
two authors would likely to be defined as undertakings under EU Com-
petition Law. The Court never dealt with this particular issue, but the fact
that a copyright holder would license its rights in exchange for remuner-
ation means that they were involved in an economic activity. Later case
law also supports such a view. So even if there are similarities between
an author being a natural person and end consumers, their situations are
not the same. Accordingly, the case does not provide a clear example of
Article 102(a) TFEU applied to a consumer transaction.

By contrast, General Motors concerned in part customers that would
classify as end-consumers.’ The Court found prima facie that the dom-
inant undertaking had charged excessive and abusive prices. However,
other circumstances would subsequently exculpate the dominant com-
pany. The case concerned prices imposed by a dominant undertaking for
certificates that were necessary for imported cars to be used in a Member
State. The excessive prices targeted all imports of certain cars, both im-
ported by parallel traders as well as by natural persons. Thus, the case
partly concerned the transactions between dominant undertakings and
end-consumers. Nevertheless, the excessive prices would also affect trad-
ers and would in particular permit the dominant undertaking to obstruct
parallel trade.! As stated above, the Court ultimately found that the abu-
sive behavior had been temporary and that the company had refunded
customers for the excessive prices before the Commission had taken any
action. In fact, the court records seem to suggest that the company had
made an “honest” mistake when charging excessive prices for the im-
ported cars.®? However, as the Court preliminarily classified the behavior
as an abuse, the case gives an example of behavior concerning consumers
transactions classified as abuse under Article 102(a) TFEU, at least when
simultaneously negatively affecting traders and/or parallel trade.

40" Case 26/75 General Motors Continental NV v. Commission of the European Com-
munities (EU:C:1975:150) (General Motors).

41 General Motors, para. 12.

42 General Motors, paras. 19-23.
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In addition, the commitment decision in Aspen should be noted.
In the case, the Commission found that the dominant company had
engaged in exploitative conduct through excessive prices and through
(temporary) withdrawal of medical drugs from certain member states in
order to extract higher prices. The customers in this case were Mem-
ber States. Member States can hardly be regarded as undertakings that
would be negatively affected by excessive prices in their further “trading”
with other partners. In fact, the situation between Member States and
end-consumers does not differ as neither of them would be negatively
affected in the capacity to trade with others. Aspen is however an unusual
case. The importance and urgency of the case cannot be ignored, consid-
ering the costs of medical drugs for the Member States’ budgets. How-
ever, the fact that there might have been an immediate and urgent inter-
est for the Commission to intervene in Aspen, does not take away the fact
that Member States in such a situation are comparable to end-consumers.

As regards the provision in Article 102(b) TFEU, it is generally viewed
as allowing the finding of abuse when dominant undertakings engage
in actions that may directly or indirectly impact end-consumers, such
as the limitation of supplies and markets. Importantly, the provision ex-
plicitly states that it captures actions “to the prejudice of consumers”.
The schoolbook example would be that a dominant undertaking limits
supply of a product that would have the same effects as an excessive price.
However, in practice, the provision has mainly been applied in cases on
exclusionary abuses and state actions (in conjunction with Article 106(1)
TFEU) that reduce competition and that may only have an indirect neg-
ative impact on consumers.

The only example of Article 102(b) TFEU being applied to actions
directly taken against consumers is the Commission’s decision in Football
World Cup.** In this case the company had abused its dominant position
by discriminating end-consumers located outside a particular Member
State hosting a sporting event. In practice, this meant a limitation of
cross-border supplies of tickets and thus a limitation of markets under
Article 102(b) TFEU. As previous case law on the provision only con-
cerned exclusionary abuse, the company argued that the Commission
could not apply Article 102 TFEU to the company’s behavior. The com-

4 Commission Decision, AT.40394 — Aspen, C(2021) 724 final, 10.2.2021 (Aspen).
44 Commission Decision, 1998 Football World Cup, OJ [1998] L 5/55 (Football World
Cup).
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pany did not gain a competitive advantage in relation to other compet-
itors and there were no negative effects on market structure. The Com-
mission rejected both these arguments on the basis that the Court had
already stated in Continental Can that behavior towards consumers could
be captured by Article 102 TFEU, in particular point (b), and because
discrimination on basis of nationality was contrary to principles within
Union Law.®> Importantly, the case was not litigated before the Union
Courts, which means that there is no confirmation that the Commis-
sion’s arguments were correct. It is interesting to note that the Commis-
sion applied Article 102(b) TFEU instead of Article 102(c) TFEU, even
though the case concerned discrimination. In addition, it seems also as
the Commission emphasized the cross-border trade effect of the discrim-
inatory practice.

Turning to Article 102(c) TFEU, it has already been stated above that
the provision indicates that discrimination must concern “trading part-
ners” and result in a “competitive disadvantage”, which indicates that
the provision only addresses practices directed at undertakings that are
customers to the dominant undertaking. The case law seems also to ex-
clusively concern customers that are undertakings.

However, one case that sometimes is claimed to concern end-consum-
ers under Article 102(c) TFEU is Deutsche Post — International mail.*°
The case concerned international mail delivery, where the undertaking
in charge of a statutory monopoly was found to discriminate with sur-
charges on a group of customers that were sending mail from another
Member State. One of the more important issues in the case was, in
essence, whether an intermediary (which was not discriminated) between
the dominant undertaking and discriminated customers would mean
that the customers could not be classified as trading partners under Ar-
ticle 102(c) TFEU as they were not in a direct contractual relationship
with the dominant undertaking. This would also be important in cases
where the discriminated customers are end consumers, as the presence of
an intermediary could potentially break the link between the dominant
undertaking and end consumers, meaning that the latter group could
never be viewed as trading partners in such cases. The Commission ar-

4 Continental Can, para. 26.
4 Akman 2007, 497-498; Graef 2021, 484; Commission Decision 2001/892/EC of
25 July 2001, Deutsche Post AG, COMP/C-1/36.915, OJ [2001] L 331/40 (Deutsche

Post — International mail).
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gued that the senders, in fact, were to be regarded as indirect trading
partners that were negatively affected on their respective markets. The
fact that those senders did not have a direct contractual relationship with
the dominant undertaking did not hinder them from being regarded as
trading partners.”” Moreover, the company had claimed that certain cus-
tomers did not suffer a competitive disadvantage. However, the Com-
mission referred to the statement in the decision in Foorball World Cup,
that Article 102 TFEU could be applied to actions that would directly
prejudice consumers. Moreover, the Commission underlined that the
list of abuses under Article 102 TFEU is not exhaustive. The approach
could indicate that even if Article 102(c) would not capture the senders
at hand because of an absence of a competitive disadvantage, an extensive
interpretation of Article 102 TFEU, as a whole and without attributing
the abuse to a particular point in the provision, could nevertheless cap-
ture exploitation towards customers through an intermediary. While the
case could be interpreted as giving support for capturing discrimination
against end consumer considering that Commission accepted the lack of
direct contractual relationship, the (potential) absence of a competitive
disadvantage and the willingness to go beyond the list of abuses, it must
be noted that customers, de facto, consisted of companies involved in the
sending of larger amounts of international mail through the postal ser-
vices in the home state.® In addition, it is also clear that the case, similar
to Football World Cup, had a cross-border trade element.

Moreover, in BAKEP/Deutsche Post, a case similar to Deutsche Post —
International mail, the Commission had also found discriminatory pric-
ing between certain major senders of mail and commercial mail prepa-
ration firms implemented through a discount system.* The specificities
of the case are not so important as statements made by the Commission
in response to certain arguments made by the parties. The defendants
(Deutsche Post) had objected, inter alia, against the finding of abuse un-
der Article 102(c) TFEU arguing that the senders of mail were consum-
ers who could not be classified as trading partners under Article 102(c)
TFEU. Moreover, there was no competitive relationship between the two
relevant groups of customers, the major senders of mail, and the commer-

47 Deutsche Post — International mail, para. 130.

8 Deutsche Post — International mail, paras. 30-67.

49 Commission Decision of 20 October 2004, AT.38745 — BdKEP/Deutsche Post AG/
Germany (BAKEP). Only a draft of the decision is available at the Commission’s website.
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cial mail preparation firms that acted as intermediaries for other senders
of mail. Consequently, there could not be a competitive disadvantage.
The Commission responded, firstly, that major senders of mail, included
business customers. Accordingly, the question if Article 102 TFEU could
be applied to discrimination of end-consumers was irrelevant. Secondly,
the Commission stated that three types of competitive disadvantage were
captured by Article 102(c) TFEU. Customers could be disadvantaged
in relation to the dominant undertaking itself or other customers of the
dominant undertaking. In addition, a competitive disadvantage would
also exist when customer’s ability to compete (in which ever marker)
would be impaired,”® supported by the cases on discrimination related
to the single market imperative, like United Brands. While the Commis-
sion’s decision reiterates the arguments made in Deutsche Post — Interna-
tional mail, it is interesting that the Commission dodged the question
whether Article 102(c) TFEU could be applied to transactions with end
consumers. Instead, the Commission relied on that undertakings were
involved in the case. Moreover, the Commission clearly excluded situa-
tions involving end consumers in its list of situations where the require-
ment of a competitive disadvantage would be met.

Summarizing, while there are few cases under Article 102 TFEU con-
cerning end-consumers, there is support for the application of the pro-
vision in such cases. So far, such an application has been very limited in
practice. Only General Motors and Aspen (possibly) provide examples of
such an application under Article 102(a) TFEU, which is also the part of
the provision that has always been interpreted as being applicable to ac-
tions taken against end-consumers. With Football World Cup, the Com-
mission also opened up for the possibility to apply Article 102(b) TFEU
to consumer cases involving discriminatory practices resulting in harm
to the internal market. By contrast, the case-law does not give support
for the application of Article 102(c) TFEU to consumer cases and the
Commission seems also to have dodged the issue in BZKEP. However,
it is important to note that the list of abuses under Article 102 TFEU
is not exhaustive. Considering that excessive prices towards consumers
have been found to be unfair under Article 102(a) TFEU (General Mo-
tors, Aspen) and that discrimination by limiting supplies fall under Article
102(b) TFEU (Football World Cup), it does not seem too far of stretch to

0 BAKEP, para. 93.
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argue for that discrimination constituting the imposition of unfair condi-
tions on end-consumers could be captured by an extensive interpretation
of the provision as a whole.

4 Personalized pricing and the classification
as an abuse under EU Competition Law

4.1  Personalized pricing as prohibited price discrimination
under Article 102(c) TFEU

According to Article 102(c) TFEU, the abuse consists of “applying dis-
similar conditions to equivalent transactions with other trading parties,
thereby placing them at a competitive disadvantage”, commonly referred
to as a prohibition on discrimination. The provision has been used by the
Court in cases on exploitative abuses,’! exclusionary abuses,? and abuses
harming the single market™.

It follows from the wording that price discrimination consists of four
elements: equivalent transactions; dissimilar conditions; trading partner;
competitive disadvantage. As regards equivalent transactions, it requires a
consideration of the products or services subject to the transaction as well
as the conditions for the transaction.” It is likely that products or services
are either identical or must show a certain degree of similarity.”> Regarding
potential differences in the commercial conditions between transactions,
examples given in the literature are differences in the length of contract
or the timing of the transaction.’® It is mainly cost based factors that will
potentially result in two transactions being classified as non-equivalent.
While the assessment of equivalency may be quite a complex issue, it is

51 Case C-179/90 Merci convenzionali porto di Genova SpA v. Siderurgica Gabrielli SpA,
EU:C:1991:464 (Merci); Case C-525/16 MEO — Servicos de Comunicagoes e Multimédia
SA v. Autoridade da Concorréncia (EU:C:2018:270) (MEO).

52 Case 85/76 Hoffmann-La Roche & Co. AG v. Commission of the European Commu-
nities (EU:C:1979:36) (Hoffinann-La Roche).

53 Case 27/76 United Brands Company and United Brands Continentaal BV v. Com-
mission of the European Communities, EU:C:1978:22 (United Brands).

>4 D Gerard, ‘Price Discrimination under Article 82(2)(c) EC: clearing up the ambigu-
ities’ (2005), Research Paper on the modernization of Article 82 EC, College of Europe,
Global competition Law Centre (Gerard 2005), 16.

55 Henriksson 2013, 195-196.

56 Henriksson 2013, 197—-198.
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of less importance for the purpose of this paper as discussed below. Ar-
guably, personalized pricing concerns those situations where the supplier
makes a distinction mainly or solely on its data on the customer’s willing-
ness to pay (see above, section 2), which is not a cost based factor or any
other element that under Article 102(c) TFEU leads to two transactions
being non-equivalent. Two customers to a Swedish online platform sell-
ing books, located in Sweden, would thus get different prices on the same
books depending on the predictions of the customers willingness to pay
made with the online seller’s algorithms. In such a situation, it does not
seem that the equivalent transaction criterion would be problematic for
establishing price discrimination. As the willingness to pay is the deter-
mining factor for discriminating between different customers or groups
customers in price discrimination of the first and third degree, such dis-
crimination would be captured by Article 102(c) TFEU. The only type
of price discrimination that could, in theory, fall outside the scope of the
provision would be second degree price discrimination on the basis of
the decreased cost for the dominant undertaking for purchases that reach
over a certain volume. As follows from British Airways, this possibility is
probably quite narrow. In that case, the dominant undertaking argued
that there was no equivalency between those customers that have reached
certain sales target with those that had failed to reach the sales targets.
The Court held that two customers which had sold the same number of
tickets would receive different discounts depending on whether or not
they had reached individually set sales targets. Thus, for the conditions of
the transaction to determine whether two transactions are to be deemed
as non-equivalent, they must be based on objective cost factors that are
applied consistently towards all customers.>”

As concerns dissimilar conditions, it has been claimed that not just
any difference would be sufficient to meet the requirement.’® It is ar-
gued that the requirement is intrinsically linked to the requirement of
a competitive disadvantage implying that small differences in treatment
are not likely to result in a competitive disadvantage. Differences must
also be put in the context of the transactions in question. However, it is
uncertain whether the case law gives support for such an interpretation.
As explained above, in British Airways the analysis focused primarily on

57" British Airways, paras. 138-139.
58 Henriksson 2013, 199-200.
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the equivalence of the transactions.”® The assessment of equivalence was
established, in particular, by looking at the conditions for rebates. As the
conditions were not entirely related to an objective difference in costs, as
individual customers were rewarded for reaching sales targets and these
differed between different customers, the difference in commission rates
given to travel agents were enough to constitute dissimilar conditions.
Such an approach seems to correspond with the view that the notion
of dissimilar must be assessed from the perspective of the trading part-
ner, and not of the undertaking imposing the “dissimilar” conditions.*
On the other hand, the Court implied in MEO that not any differential
treatment would be captured under Article 102(c) TFEU.®! It should
however be noted that the analysis of the differential treatment in the case
was analyzed under the competitive disadvantage requirement.®* Thus, it
seems as the mere differential treatment, in fact, is sufficient to amount
to dissimilar conditions. The question whether applied conditions truly
constitute dissimilar conditions will partly fall within the assessment
of equivalent transaction. And whether those dissimilar conditions are
problematic or not is an issue that is ultimately dealt with under the
competitive disadvantage condition. Accordingly, it does not seem likely
that personalized pricing would fail to meet the requirement of dissimilar
conditions.

As concerns the requirement of a trading partner, it has partly been
discussed above (section 3.3). To begin with, it appears as that Article
102(c) TFEU has always been applied to transactions involving other
undertakings.63 In addition, it follows from Deutsche Post — International

59 British Airways, paras. 133-150.

00 Gerard 2005, 16.

61 Case C-525/16 MEO — Servigos de Comunicages e Multimédia SA v. Autoridade da
Concorréncia (EU:C:2018:270) (MEO).

2 MEO, para. 26.

63 Case T-301/04 Clearstream Banking AG and Clearstream International SA v. Com-
mission of the European Communities, EU:T:2009:317 (Clearstream); Case C-525/16
MEOQO - Servigos de Comunicagoes e Multimédia SA v. Autoridade da Concorréncia
(EU:C:2018:270) (MEO); Case C-95/04 P British Airways plc v. Commission of the
European Communities (EU:C:2007:166) (British Airways); Case 27/76 United Brands
Company and United Brands Continentaal BV v. Commission of the European Com-
munities, EU:C:1978:22 (United Brands); Case C-179/90 Merci convenzionali porto di
Genova SpA v. Siderurgica Gabrielli SpA, EU:C:1991:464 (Merci); Case T-83/91 Tetra
Pak International SA v. Commission of the European Communities (EU:T:1994:246)
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mail that a trading partner does not require a direct contractual relation
with the dominant undertaking. It is sufhcient that a dominant under-
taking imposes conditions indirectly through an intermediary on the
customer for it to be considered as a trading partner.% In the literature,
it is commonly argued that in light of the competitive disadvantage re-
quirement, it is not possible to stretch the wording of the provision to
transactions directed towards end-consumers. However, Akman has ar-
gued that consumers could sometimes be in “competition” when their
demand is dependent on other consumers’ demand and when not every
consumer could purchase a product as there are limited supplies.®> Such
an interpretation means that also an end consumer could be classified
as a trading partner. Without getting into the merits of the economic
models providing support for such a view, it seems far-reaching to claim
that the provision intended to capture “competition” on the demand side
of a market at the level of and in between end-consumers.® As discussed
above on the Spaak Report, it seems as Article 102(c) TFEU originally
targeted distortions of competition that would harm the single market.
Additionally, it follows from cases such as British Airways and MEO (dis-
cussed below) that the prohibition in Article 102(c) TFEU is supposed
to capture distortions of competition in upstream markets (suppliers of
input product/services to the dominant undertaking) and downstream
markets (customers or trading partners). Such a standpoint does not give
room for end-consumers being classified as trading partners under Article
102(c) TFEU.

The requirement of a competitive disadvantage has been interpreted
as meaning that the prohibition in Article 102(c) TFEU is aimed only
at so-called secondary-line injury, in other words harm caused solely to
the customers to the dominant undertaking.®” As mentioned above, both
the Court and the General Court have stated that Article 102(c) TFEU
is aimed at capturing distortion of competition in upstream and down-
stream markets caused by the dominant undertakings discrimination.®®

(Tetra Pak IT — CFI); Case 85/76 Hoffmann-La Roche & Co. AG v. Commission of the
European Communities (EU:C:1979:36) (Hoffinann-La Roche).

4 Deutsche Post — International mail, para. 130.

6 Akman, Pinar, “To abuse, or not to abuse: discrimination between consumers’ (2007),
32 European Law Review 492 (Akman 2007).

% Townsend et al. 2017, 741.

67 Geradin & Petit 2005, 9.

8 MEQO, para. 24; British Airways, para. 143; Clearstream, para. 192.
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This should be distinguished from first-line injury which refers to cases
when the injured party is a competitor, as e.g. when a dominant under-
taking discriminates customers through a rebate system with the effect of
excluding competitors.

In the literature, the common view appears to be that a competitive
disadvantage cannot be derived from the smallest differential treatment,
but the older cases are ambiguous. In fact, what could be read out from
the case law is a development where the Court has gone from a very
“light” assessment of competitive disadvantage to a more detailed and
stricter assessment. As discussed above, the Court found in United Brands
that discrimination of customers in certain Member States was captured
by the provision without making an analysis of the competitive rela-
tion between customers located in different Member States. A similar
assessment was also done in other cases, such as Zetra Pak II, which also
concerned price differences between different Member States.®” As also
pointed out above, the rationale behind the judgment in United Brands
may be that the competitive relation at that time was not determined by
notions such as the relevant market. Rather, the judgment implies that
companies that would be involved in the same economic activity, as the
resales of bananas, could on a general level be seen to be in a competitive
relation with one another. In addition, the Commission’s interpretation
of competitive disadvantage in BZKEP (see above, section 3.3) indicated
that it is not necessary to show a competitive disadvantage in relation to
the dominant undertaking itself or customers of the dominant under-
takings. It would be enough that the trading partners’ competitiveness
would be affected in any market when the discrimination would harm
the internal market in cases such as United Brands and as implied by the
Spaak Report. The very purpose of Article 102(c) TFEU would thus be to
prohibit discrimination of customers in different Member States, as such
exploitative behavior made possible by the market power of a dominant
undertaking would eliminate the benefits of having one single market.

By contrast, in later case law, such as British Airways, which mainly
dealt with an anticompetitive rebate system resulting in primarily-line
injury, the Court seems to have taken a narrower view of competitive
disadvantage. In the case, it was found that competition among trading
partners (travel agencies) was determined by two factors, the ability to

6 Case T-83/91 Tetra Pak International SA v. Commission of the European Communi-

ties (EU:T:1994:246) (7etra Pak II — CFI), paras. 160-173.
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provide suitable flight seats to a reasonable price and the travel agencies
individual financial resources. The problematic parts of the rebate sys-
tem led to exponential changes in revenue with a negative impact on
the trading partners’ financial resources and thus their competitiveness.”
Arguably, the Court seems to have consider, at least implicitly, whether
the trading partners were active in the same relevant market and how the
rebate system would impact their capacity to compete. None the less,
the Court seems not to have engaged in any form of a more detailed
assessment of effects. However, later in MEO, the Court made its most
far-reaching statement on the requirement of a competitive advantage.”!
The case concerned a collective society that had a monopoly on the man-
aging of its members’ rights. It applied different tariffs towards different
customers and the question arose whether there was illegal price discrim-
ination under Article 102(c) TFEU. It follows also from the facts of the
case that the price difference was low when compared to the average costs
of the customer, meaning that it was uncertain whether the price differ-
ence would have any appreciable impact on the customer’s competitive-
ness. The Court held that the notion of distortion of competition under
Article 102(c) TFEU encompassed “to hinder the competitive position
of some of the business partners of that undertaking in relation to the
others”.”? While there is no de minimis-threshold, a mere disadvantage
because of differences in tariffs would not be sufficient. The Court also
held that it is not necessary to demonstrate any actual effects of trading
partners being disadvantaged toward its competitors. Referring to Intel,”
the Court stated that an overall assessment of a competitive advantage
should include “the undertaking’s dominant position, the negotiating
power as regards the tariffs, the conditions and arrangements for charging
those tariffs, their duration and their amount, and the possible existence
of a strategy aiming to exclude from the downstream market one of its
trade partners which is at least as efficient as its competitors”.” Apart
from the assessment of the duration and the amount of the tariffs, it is
not self-evident that the enumerated factors are relevant to determine a
potential competitive disadvantage. The last part of the statement by the

70 British Airways, paras. 146-148.

71 Case C-525/16 MEQ — Servicos de Comunicacées e Multimédia SA v. Autoridade da
Concorréncia (EU:C:2018:270) (MEO).

72 MEO, para. 25.

73 Case C-413/14 P Intel Corp. v. European Commission (EU:C:2017:632) (Intel).

74 MEO, para. 31.
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Court seems particularly odd. Even if the dominant undertaking would
pursue to eliminate one of its trade partners, it does not seem relevant
that the assessment should be focused on whether the behavior has the
capacity to eliminate an as-efficient-competitor. Such a standard follows
from case law on exclusionary abuses, as e.g. rebate systems that may
lead to primary-line injury. If the Courts statement is correctly under-
stood, the standard for finding a competitive disadvantage would differ
depending on the trading partner that is discriminated. The threshold
for finding illegal discrimination would be higher when the dominant
undertaking aims at excluding a trading partner than when the dominant
undertaking simply wants to discriminate. Such a difference in stand-
ard does not make sense. A strategy to exclude through discrimination a
trading partner that is not an as-efficient competitor in the relevant mar-
ket where it operates, would still distort competition in the downstream
market. Leaving aside this particular statement by the Court in MEO,
it seems clear that the judgment makes the assessment of competitive
disadvantage considerably stricter.

It follows that the case law on competitive disadvantage is not entirely
consistent. Commentators have criticized the inconsistencies, in particu-
lar the differences in the assessment between cases such United Brands/
Tetra Pak I1 and British Airways/MEO. However, the evolution in the case
law could also be simply viewed as the development of stricter standard
with time. Alternatively, the case law is not necessarily inconsistent, but
rather expresses the protection of different interests. Cases such as United
Brands concern the single market imperative, where the competitive dis-
advantage is interpreted as a broader notion (see above, section 3.2-3.3).
By contrast, cases such as British Airways and MEO concern distortions
of competition between traders that are located in the same relevant mar-
ket, while not causing harm to the internal market, and which therefore
requires a more detailed analysis.

As found above, it is doubtful whether personalized pricing directed
towards end consumers could meet the requirement of “trading partner”.
In addition, irrespectively of which interpretation of the requirement
competitive disadvantage is accepted, it follows that it cannot be easily
applied to personalized pricing. End consumers cannot suffer a compet-
itive disadvantage as they are not active as undertakings on any market.
However, similar to the situation of undertakings in different Member
States being discriminated, they may be exploited through price differ-
ences. Thus, potentially, an analogy could be made between these two
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situations when discrimination involves and is based on end consumers
being located in different Member States, as in Football World Cup. How-
ever, personalized pricing does not concern such situations, but rather
discrimination based on the consumers’ willingness to pay irrespective of
their location.

If personalized prices nevertheless would be found to constitute pro-
hibited price discrimination under Article 102(c) TFEU, there is always
a possibility for justification, also on efficiency grounds. As stated above,
even though Article 102 TFEU does not include any exemption, the
Court and the Commission have accepted objective justifications and an
efficiency defense. Arguably, the latter would be primarily interesting for
arguing the positive effects of price discrimination. The dominant under-
taking would be required to demonstrate an economic benefit that out-
weighs negative effects on efficiency and consumers; the indispensability
of the abusive conduct; that the abuse does not eliminate competition in
the relevant market.”> While there are cases on justification of second-de-
gree price discrimination (exclusionary rebate systems), it seems that the
Court has not yet analyzed the possibility to justify schemes regarding
first and third-degree price discrimination. What may be said is that the
Unions Courts have been quite restrictive in accepting justifications. In
most cases, dominant undertakings have failed to establish, as a matter of
evidence, that the abuse produce the claimed efficiencies.”® What follows
from above (section 2) is that the dominant undertaking would need to
proof the increase in output permitted by the personalized pricing and
that such increase outweighs the effects of the higher prices charged to
other customers or customer groups.

All in all, it is submitted that there is no support for finding person-
alized pricing as an abuse under Article 102(c) TFEU in the light of
the Court’s case law and the Commission’s previous decisions. While the
conditions of equivalent transactions and dissimilar conditions could be
met, it would require a far reaching reinterpretation of the conditions of
trading partner and competitive disadvantage to fit with cases on person-
alized pricing. Would personalized pricing, prima facie, still be captured
by Article 102(c) TFEU, under the current state of the law, there exist a
possibility for the dominant undertaking to invoke the positive effects of

75 Priority Guidelines, para. 30.
76 Case T-219/99 British Airways plc v. Commission of the European Communities
(EU:T:2003:343) (British Airways — CFI), paras. 290-291.
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price discrimination as a efficiency defense, even though such an argu-
ment would have difficulties to succeed.

4.2 A consumer welfare approach to personalized pricing

under Article 102(c) TFEU

It was argued above that the effects of price discrimination through per-
sonalized pricing on welfare and consumers are ambiguous. Commen-
tators have therefore argued that an assessment of personalized pricing
should be adapted to adequately only target price discrimination that
would result in negative effects on welfare and consumers, or a so-called
effects-based approach. For instance, as argued by Zownsend et al. and
Akman, an abuse should only be found once it is demonstrated that
price discrimination would not lead to an increased output (for those
customers that would otherwise not be served) in an individual case.””
Obviously, it has already been concluded in this paper that Article 102(c)
TFEU cannot be applied to price discrimination through personalized
pricing (see above, section 4.1). None the less, as the discussion in the
doctrine still revolves around the possibility to apply an effects-based ap-
proach under Article 102(c) TFEU to personalized pricing, it is interest-
ing to explore whether Article 102(c) TFEU, in theory, could give room
for such an effects-based assessment.

Addressing more specifically the general criteria for finding a prohib-
ited price discrimination in Article 102(c) TFEU, it seems as they give
little room for engaging in such an effects-based analysis. The problem
is that there is no criterion under Article 102(c) TFEU that gives room
for making any type of estimation of effects on total welfare or consumer
welfare. Naturally, price discrimination could fall outside the provision
completely, if transactions with two different customers that have differ-
ent levels of willingness to pay are classified as not equivalent. However,
such a result would be problematic, since the effects on total welfare and
consumer welfare are ambiguous and case specific. A rule that completely
excludes price discrimination based on different customers’ willingness to
pay is too lenient, while a rule that always captures price discrimination
is too strict. It seems as the only type of price discrimination that could
possibly by excluded through the equivalence requirement is second-de-
gree price discrimination, which is not relevant for the discussion on

77 Akman (2007), 511-512; Townsend et al. (2017), 738—744.
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personalized pricing in this paper. Moreover, the criteria of trading part-
ner, dissimilar conditions and competitive disadvantage have not been
designed to make a balancing of effects. In particular, to read-in an as-
sessment of effects under the criterion of competitive disadvantage seems
far-reaching. The purpose of the criterion is to measure whether the eco-
nomic power of the dominant undertaking is capable of doing harm to
the competitive process in the upstream and downstream markets, but by
measuring harm to its trading partners and not the aggregate effects on the
market or the collective of customers.

It follows that the type of effect-assessment of price discrimination
as propagated by Akman, Townsend et al., and others, would require a
dramatic re-interpretation of the wording of Article 102(c) TFEU. Al-
ternatively, price discrimination through personalized pricing could be
deemed to always fall under Article 102(c) TFEU, if for instance, the
requirement of trading partner would be given a wide interpretation and
the condition of competitive disadvantage would not be applied to per-
sonalized pricing, similar to the cases on harm to cross-border trade.

It may be debated whether such an outcome would be desirable. Im-
portantly, the prohibition against discrimination has not been designed
to capture every differential treatment that constitutes discrimination. It
has been argued above that the prohibition against discrimination seems
to have been based on mainly two rationales: protection of the integra-
tion of the single market and distortions of competition in upstream and
downstream markets because of the dominant undertaking’s exploitative
behavior. Irrespective of whether these two rationales are viewed as legiti-
mate or not, what follows is that the threshold for classifying discrimina-
tion as abuse is higher than mere discrimination. Accordingly, some price
discrimination schemes are not captured by Article 102 TFEU, even in
the presence of market power, because there is no harm to a protected
interest under EU Competition Law. Unless there are policy reasons
why the threshold should be lower for cases concerning discrimination
of end-consumers, it is no way self-evident that price discrimination in
such cases should be found abusive.

Would such an approach however be accepted, it would open up for
a balancing test through the efficiency defense based on the increased
output following the price discrimination scheme. The increased output
directed towards a particular group of customers could, in theory, be seen
as an economic benefit that may be balanced against the higher prices for
other customers. Likewise, it could be argued that the differential pricing
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would be indispensable to cover demand from the benefitted customers.
The difficulty for the dominant undertaking would be to show indispen-
sability and that the positive effects would outweigh the negative effects.
In addition, the costs for discovering the willingness to pay and hindering
arbitrage would also have to be taken into account. While an efficiency
defense would permit, in theory, of a proper balancing test that would
determine the effects on welfare and consumers of personalized pricing,
the possibilities for dominant undertaking to defend themselves with ob-
jective justifications and an efliciency defense, in practice, seems difficult.

It follows that it is unlikely that an effects-based approach could be
integrated in the application of Article 102(c) TFEU.

4.3 Personalized pricing as a non-listed abuse under
Article 102 TFEU

An alternative approach, as suggested by Townsend et al., is to capture
personalized pricing as a non-listed abuse. As stated above, the Court has
been reluctant to claim that an abuse explicitly falls outside the non-ex-
haustive list of abuses in Article 102 TFEU. However, such an approach
has the benefit that the Court is free to design a test for a specific type of
abuse, unburdened by the listed examples of abuses in Article 102 TFEU
and/or its previous case law.

Arguably, this is what the Commission already did, in practice, in
Football World Cup, when the Commission viewed the discriminatory
behavior as limitation of markets with prejudice to consumers under Ar-
ticle 102(b).”® In Football World Cup, the use of Article 102(b) TFEU
seems logical considering that practice purported to sell less tickets or to
limit supplies to residents outside a particular Member State. However,
the circumstances in Football World Cup are peculiar, as normally an un-
dertaking would have little incentive to want to stop sales to a particular
customer group for reasons unrelated to competition or parallel trade.
Moreover, the single market aspect of the decision should also not be
ignored. In response to the claim that the dominant undertaking had not
gained a commercial advantage through its behavior, the Commission
pointed towards that the behavior constituted discrimination on basis

78 Commission Decision, 1998 Football World Cup, OJ [1998] L 5/55 (Football World
Cup).
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of nationality.”” Accordingly, the behavior by the dominant undertak-
ing was harmful to the single market as it hindered cross-border sales
of tickets. Consequently, the behavior in this case did also not merely
constitute discrimination between end-consumers as the finding of abuse
also required the single market element.

By contrast to the approach chosen in Foorball World Cup, the main
alternative is an effects-based approach. Price discrimination is abusive
only insofar it does not result in an increase of output that outweighs
negative effects. There are two possible approaches to design such a rule.
The first alternative would be to prima facie classify all discrimination
through personalized pricing as abusive, but opening up an analysis of
the effects on consumer welfare through objective justification. Such an
approach corresponds to applying Article 102(c) TFEU to personalized
pricing without requiring the proof of a competitive disadvantage and
keeping a wide interpretation of the notion of a trading partner. In prac-
tice, one could imagine that a competition authority/claimant would be
required to show that the dominant undertaking in a consistent and sys-
tematic manner has used tracing technologies and algorithms that col-
lects and process data to determine individual consumers willingness to
pay, which is subsequently used in the design of personalized offers that
result in differential pricing. It should also be noted that this approach
would, in essence, have as starting point that dominant undertakings
must charge a uniform price towards all end-consumers.

One objection to such an approach would be that it opens up the
floodgates to challenges by consumers under EU Competition Law.
However, such an effect should not be exaggerated. Firstly, personalized
pricing could only be targeted when there is a dominant undertaking.
Secondly, considering the complexity of these cases in the gathering and
the analysis of evidence, it seems unlikely that there would be room for
much private enforcement, even by larger organizations representing
consumers’ interests. Thirdly, it seems also unlikely that competition au-
thorities would prioritize such cases.

However, the main objection to such an approach, is that there is no
specific factor that is identified as a prima facie harm under EU Compe-
tition Law that triggers the need for the dominant undertaking to justify
its behavior. As stated above, cases concerning Article 102(c) TFEU have
partly relied on harm to the competitive process through the competi-

7 Football World Cup, recital 102.
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tive disadvantage requirement. Cases concerning Article 102(b) and (c)
have partly relied on harm to the single market caused by limitations to
cross-border trade. Cases on Article 102(a) TFEU have relied on the im-
position of excessive prices enabled by the market power of the dominant
undertaking. However, personalized prices could only potentially cause
harm by limiting supplies to certain groups of end-consumers. Impor-
tantly, by contrast to Football World Cup, cases on personalized pricing
would require the establishment of the limitations of supplies to certain
groups of end-consumers because of the higher prices imposed on them.
This may be empirically difficult to proof in individual cases, unless a
higher price (compared to prices by other customers) is presumed to cause
such an effect, in which case personalized prizing would always be viewed
as limiting output.

For lawyers that do not work with competition law, it may seem strange
that there may be some hesitation in applying competition law to cases
where at least some consumers may be harmed by paying higher prices
than others, particularly if competition law aims at protecting consumer
welfare. However, from a competition law perspective, differential pric-
ing at the level of individual consumers, as such, is not obviously viewed
as a form of harm that would legitimize intervention against dominant
undertakings. While in the literature it has been argued that competition
law could consider the vulnerability of certain groups of customers to
personalized offers,® such a notion is also unconnected to the interests
protected under EU Competition Law mentioned above. Such types of
considerations are arguably more connected to rules on direct consumer
protection and possibly anti-discrimination law. Rules providing direct
consumer protection seem to be preoccupied with the information given
to consumers or the lack thereof in connection to a transaction. More-
over, they also consider how the design of a commercial message or the
content of a contract may create an unjustified imbalance between the
parties enabled by information asymmetries and the imbalance between
the parties’ bargaining power. In addition, anti-discrimination rules
are focused on the protection of certain groups of individuals based on
grounds such as gender, ethnicity, sexual orientation, religious belief etc.
from unequal treatment. However, EU Competition Law does not tar-
get undertakings’ behavior towards consumers that exploit information

80T Graef, ‘Consumer Sovereignty and Competition Law: From Personalization to Di-
versity’ (2021), 58 Common Market Law Review 471.
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asymmetries, general differences in bargaining power or the predispo-
sition of certain groups of individuals. It is mainly concerned with the
exploitation of market power and harm which is normally attributable to
the presence of market power, such as e.g. the excessive prices that a mo-
nopolist would impose in a market. Naturally, a dominant undertaking
could also engage in e.g. unfair commercial practice such as misleading
consumers with advertising. And obviously it could be argued that the
negative consequences of such behavior may be aggravated if the majority
of consumers could not choose another supplier because the dominant
undertaking de facto offers a must-have product. Still, it could be argued,
that EU Competition Law would and should not apply to such a case.
The problem with misleading advertising, namely the exploitation of the
information asymmetry between the dominant undertaking and the con-
sumer, is not a problem addressed by EU Competition Law.

It appears as there are problems with identifying a particular interest
under EU Competition Law that is harmed when discrimination towards
end-consumers occurs in cases unrelated to the single market imperative,
distortions of competition or the exploitation through excessive prices.
This may give the impression that the direct protection of consumers is
somewhat unprioritized under the competition rules. That is probably
true, as protecting competition mainly afford benefits indirectly to the
collective of consumers through lower prices and better quality which fol-
lows from competitive markets. However, it must be remembered that
also Article 102(a) TFEU may afford consumers a certain degree of pro-
tection, including cases on personalized pricing. Unfair prices and con-
ditions may be established in cases of excessive prices as demonstrated by
cases such as General Motors and Aspen. The provision would also apply in
cases of personalized prices when prices charged to a particular customer
group of end-consumers are excessive. Moreover, in the German Facebook
Case,®' the German Competition Authority also applied the provision
in German competition law corresponding to Article 102 TFEU to data
collection which was contrary to data protection law and therefore could
be viewed as unfair. While the Union courts have not confirmed that
the approach in German Facebook Case is a viable alternative under EU

81 Bundeskartellamt, Case B6-22/16, Facebook, see press release at https://www.bun-
deskartellamt.de/SharedDocs/Entscheidung/EN/Fallberichte/Missbrauchsaufsicht/2019/
B6-22-16.pdf;jsessionid=A82BB51FC236DE99DEDBBF794E961517.1_cid378?__
blob=publicationFile&v=4 (German Facebook Case).
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Competition Law, it constitutes a possible way to deal cases concerning
the imposition of conditions related to data and end-consumers. Consid-
ering the value of data for undertakings, arguably, an analogy could be
made to the imposition of excessive prices under Article 102(a) TFEU as
the dominant undertaking could be seen as enriching itself by extracting
excessive amounts of data from individuals. The key issue then becomes
how to define “excessive” in such a context. This indicates the problem
with making analogies between personalized pricing and the German
Facebook Case is that in the latter case there was a standard set by the
data protection rules on what should be classified as unfair conditions.
In cases on price discrimination through personalized prices, it would be
required to determine under EU Competition Law what kind of price
discrimination that is deemed as unfair. Such an approach only takes us
back to the effects-based approach to make a determination of positive
and negative effects of personalized pricing.

The second approach to personalized pricing is to require the competi-
tion authorities to make an explicit balancing exercise in the light of con-
sumer welfare before establishing a prima facie abuse. Such an approach
may be beneficial as it may provide a reasonable opportunity for the dom-
inant undertaking to be successful in cases regarding output-increasing
price discrimination as the burden of proof would be on the claimant/
competition authorities. The current application of the objective justifi-
cation/efficiency defense has arguably been too strict towards dominant
undertakings because of the burden of proof. At the same time, such an
approach would still provide no quarters for dominant undertakings in
cases where the behavior results in none or a very small increase of out-
put (as arguably was the situation in Football World Cup). Naturally, the
drawback of such an approach is that the analysis may become too com-
plex for a claimant/competition authority and that it would inconsistent
with the common structure applied to other abuses and other restrictions
of competition. Normally, a claimant or a competition authority is not
required to engage in full scale calculation of total welfare and consumer
welfare effects to prove a restriction of competition or an abuse. Not
even the so-called effects-based approach as regards exclusionary abuses
requires such a full calculation of welfare effects, but only that the behav-
ior has the capability of eliminating as-efficient competitors, which in
turn would permit it to engage in future exploitative abuse. It could be
speculated whether a full-scale investigation of welfare effects would in
effect exclude private claimants, as they would not have the resources and
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the investigative tools (available to competition authorities) for gathering
data to prove their case. Moreover, the regular approach under the com-
petition rules is that the claimant/competition authority identifies prima
facie harm to a particular interest, such as market structure, the single
market and/or the competitive process, while it is up for the defendant(s)
to prove those efficiencies that may follow from the investigated conduct.
There is a logic behind this structure in the sense that it is the defendant
that is in the best place (as a matter of burden of proof) to present and
explain the efficiency rationale behind its conduct.

It follows that neither of the two proposed rules above are optimal.
The two alternatives risk either over- or underenforcement of Article 102
TFEU. Considering that data protection rules deal with the purposes
and extent of data collection and processing, and that other rules on con-
sumer protection deal with the information and advertising directed to
consumers regarding e.g. services provided through an app, it would per-
haps be a better option to regulate such aspects of transactions involving
personalized pricing through such rules and not competition law.

5  Conclusions

It has been found that the welfare effects of personalized pricing are am-
biguous. Personalized prices may increase output directed towards cer-
tain group of consumers that would otherwise not be served. On the
other hand, such benefits may come to a cost for other consumers groups
that would pay higher prices. To which extent EU Competition Law can
be applied to price discrimination with negative welfare effects is also
unclear. There is clear support for that Article 102 TFEU may be applied
to conduct by dominant undertakings towards consumers. It is however
not so clear whether Article 102 TFEU can be applied to cases on price
discrimination involving personalized pricing when there is no connec-
tion to harm to the internal market. There seems not to be support for
the application of Article 102(c) TFEU to such cases. Nevertheless, in
theory, a wide interpretation of Article 102 TFEU, may include cases
on personalized prices. The problem with such an application is that it is
difficult to find a clear competitive harm in cases on personalized prices
that is recognized under the current rules. If the negative effects on cer-
tain consumer groups would be deemed as competitive harm, it would
require the competition authorities to engage in a full-scale assessment of
welfare effect for finding an abuse. In the alternative, Article 102 TFEU
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could be interpreted as always requiring uniform pricing by dominant
undertakings towards consumers, unless the dominant undertaking
could present an efliciency defense. Arguably, as the effects of personal-
ized pricing are ambiguous and the possibilities to present an acceptable
efficiency defense are probably narrow, it could prevent behavior by dom-
inant undertakings, which at the end of the day are not necessarily so bad
for consumers.
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Digital Business and Tax Law:
New and Global Tax Rules for Tech-
Giants Using Artificial Intelligence
in their Business Models

1  Introduction

Digital business and tax law is an evolving field in many aspects.! The
growth of the digital market has made the traditional grounds for the
allocation of taxing rights less effective. The objective with this article is
to present and discuss new legislation on the taxation of multinational
enterprises (“MNEs”) agreed upon by more than 130 nation states on
8 October 2021. The legislation is so far not decided by national par-
liaments, and it is still uncertain whether if for example will be passed
by the US Senate. The target of the new legislation is in particular large
US tech-companies conducting digital business, such as Google, Apple,
Facebook and Amazon. Artificial intelligence (Al) is a core element of the
business models of these tech giants. In addition, MNE:s in other fields of
business are also covered by the new tax rules.

The agreement generally deals with the allocation of taxing rights be-
tween states. Many states fear the loss of revenue due to the old tax law
concepts not being sufficient to impose an effective taxation of business
income, in particular income from digital businesses activities. A large

! Many thanks to Assistant Professor Katja de Vries and Associate Professor Martin Berg-
lund for valuable comments on a previous version of this article. Of course, I am solely
responsible for the views expressed and any remaining mistakes.
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number of states have recently decided to apply a new model for taxing
digital businesses.

How does this connect to artificial intelligence? One connection is
that several of the MNEs that will be taxed according to the new set of
rules are using artificial intelligence in their business models.

The proposal from the OECD, which has now been agreed upon,
and is discussed in this article, is called “Pillar One”. “Pillar Two” of the
OECD project concerns new anti-avoidance measures supporting the
traditional tax concepts, that will continue to work in parallel with the
concepts of Pillar One.

The concept of artificial intelligence is only briefly addressed in this
article. However, it is obvious that it has had a large impact on business
which the OECD labels “automated digital services”. This is at the core
of the tax agreement on Pillar One as elaborated by the OECD in the
2020 Blueprint report.

Other perspectives on tax law and artificial intelligence are possible.
An obvious one concerns the collection of information from and about
taxpayers, and which now have also reached the activities of tax advisors.?
The EU is active in this area of law, and a number of directives have been
introduced. The exchange of information between tax agencies has for
long been an area of interest to the EU. Already in 1977, the European
Community adopted a directive on the exchange of information. In re-
cent years, this has developed much further. The fundamental legal act
is, today, the Directive on Administrative Cooperation (DAC), which is
the basic directive.® This directive has in turn been supplemented with
revised versions of the directive on several occasions. The so-called DAC
6 contains an obligation for tax advisors to file information to the tax
agency on planned, but not necessarily executed, tax planning schemes.*

2 'The use of Al from a tax agency perspective is discussed in Zackrisson, Marcus; Bakker
Anuschka and Hagelin, Johan, Al and tax administrations: A good match, Bulletin for
international taxation (IBFD), 2020, pp. 619-625, and Antdn, Fernando Serrano, Arti-
ficial intelligence and tax administrations: Strategy, applications and implications, with
special reference to the tax inspection procedure, World Tax Journal (IBFD), Volume 13,
No. 4 (published online 27 September 2021).

3 Council Directive 2011/16/EU of 15 February 2011 on administrative cooperation in
the field of taxation and repealing Directive 77/799/EEC.

4 Council Directive (EU) 2018/82 of 25 May 2018 amending Directive 2011/16/EU as
regards mandatory automatic exchange of information in the field of taxation in relation
to reportable cross-border arrangements.
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This is a fundamentally new approach by the European Union, and it
raises som questions in relation to fundamental rights.

Another less discussed issue is international tax planning using digital
tools. In the 1990s and early 2000s such tax planning tools were much
marketed towards tax practitioners. It is my impression that such market-
ing is less frequent today.

What is artificial intelligence? In my view it seems rather to be a
concept that can be described but hardly defined. It is a computerized
process, at least to a significant degree, in which creative, innovative re-
sults are acquired. The process requires the collection of information,
and the application on that information of some kind of a mathemati-
cal algorithm that identifies human connections, patterns, interests and
preferences, some of which may be earlier known, while others may be
previously unknown. I must admit that I am a bit sceptic to the term
“artificial intelligence”, perhaps because it almost seems to be an oxy-
moron (contradiction in terms), just like “minor crisis”, “only choice”,
or — half-jokingly — “military music”. In my mind “intelligence” in its
cognitive meaning is something that includes both “sense and sensibil-
ity”, to use the words of the novelist Jane Austen.” Or is it precisely that
distinction which the attribute “artificial” in “artificial intelligence” refers
to: Sense (“intelligence”) without sensibility (“artificial”)?®

The algorithms that constitute a basis for artificial intelligence may, of
course, express prejudices, and even spreading and strengthening them.
They may ignore minorities, for example due to unrepresentative training
data, as well as the — sometimes — arbitrary and unpredictable behavior
of mankind.

Still, it is true that the digitalization of the world economy has largely
influenced the lives of many. A simple example can illustrate the idea.
A multinational enterprise (“‘MNE”) which provides a search engine on

> Austen, Jane, Sense and sensibility, Penguin Classics, London, 2004 (1811).

¢ There is a legal definition in the proposed EU Artificial Intelligence Act. The definition
is contained in Article 3 and reads: “artificial intelligence’ (Al system) means software
that is developed with one or more of the techniques and approaches listed in Annex I
and can, for a given set of human-defined objectives, generate outputs such as content,
predictions, recommendations, or decisions influencing the environments they interact
with”. See European Commission, Proposal for a Regulation of the European Parliament
and of the Council laying down harmonised rules on artificial intelligence (artificial intel-
ligence act) and amending certain union legislative acts, COM(2021) 206 final, Brussels,
21.4.2021.

313



Mattias Dablberg

the internet identifies that someone is searching for an apartment to buy.
In response, the search engine directs advertisements on new furniture
and bathrooms to the apartment seeker. This is likely to be for the bene-
fit of all parties involved. The growth of multinational tech companies
in recent years bears evidence of this development. It is likely that the
covid-19 pandemic has enforced the digital evolution. In addition, the
major government subsidies given to businesses during the pandemic,
also enforces the need for states to secure tax revenue. Already before the
pandemic, many states had responded unilaterally with different levies on
income from digital business activities. The United States, where many of
these tech companies are resident, have responded with sharp criticism
of the measures. For example, in relation to France, the US made some
threats of minor retaliatory measures, such as tariffs on champagne and
other French luxury products.” In recent years, the OECD and G20 have
been working on proposals to tax digital businesses and to establish a
global minimum taxation of corporations.

Today, in November 2021, there are several European states that have
implemented different kinds of taxes on digital services. Other states are
planning or have proposed the introduction of such taxes.® The idea is
that a global tax system according to Pillar One will replace such national
measures, which has been strongly advocated by the United States.

As previously mentioned, an agreement has now been made between
more than 130 nation states and jurisdiction on the Pillar One and Pillar
Two proposals. These states and jurisdictions cover more than 90 per cent
of the world’s GDP? However, the agreement between the involved states
and jurisdictions must also be enacted with national law and tax treaty
law. This might be an even larger problem than reaching the October
2021 agreement.

For several years there has been an ongoing discussion in the EU on
whether to adopt common legislation on the taxation of digital services

7 Cf. The Economist, July 11, 2019, France’s digital tax riles the White House.

8 Among the states which unilaterally have introduced taxation on digital services are
Austria, France, Hungary, Italy, Poland and the United Kingdom. See Alvarado, Mary,
Digital services taxes across Europe in the midst and aftermath of the Covid-19 pandemic:
A plausible option to raise tax revenue, European Taxation (IBFD), 2021, pp. 403—410,
at p. 407 (with a list of current digital services taxes in Europe either proposed or de-
cided).

% OECD/G20 Inclusive Framework on BEPS, Progress report July 2020-September
2021, Paris, 2021, p. 2.
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and other digital business activities. In 2018 it came so far that the Eu-
ropean Commission proposed two directives on the issue. One directive
concerned a digital services tax and the other corporate taxation of a
significant digital presence.'® These directives have been subject to con-
siderable discussion, and today the Commission has withdrawn both of
them. Instead, in May 2021 the Commission presented plans for a more
comprehensive approach to corporate taxation, including the taxation of
digital business.!! The Commission plans to propose a “digital levy”!2.
The Commission has also stated that it intends to propose a directive
that would implement Pillar One with EU Law.'> An agreement on Pil-
lar Two would also require changes with EU law affecting the Member
states.'4 A recent statement by the European Commissioner for economy;,
Paolo Gentiloni, suggests that it is only Pillar Two that requires legisla-
tion through EU directives, and that Pillar One may not require an EU
Directive.!” The probable reason why a directive may not be required for
Pillar One is that it will be based on a multilateral treaty between the
states and jurisdictions involved.

In the EU there is a requirement for unanimity to decide on tax mat-
ters, such as implementing Pillar One and Pillar Two through direc-
tives.!® For some time, it was uncertain whether Ireland, Estonia and

10 Proposal for a Council Directive on the common system of a digital services tax on
revenues resulting from the provision of certain digital services, COM(2018) 148 final,
Brussels, 21.3.2018, and proposal for a Council Directive laying down rules relating to
the corporate taxation of a significant digital presence, COM(2018) 147 final, Brussels,
21.3.2018.

" Communication from the Commission to the European Parliament and the Council,
Business taxation for the 21st Century, COM(2021) 251 final, Brussels, 18.5.2021.

12 Jbid., p. 5.

13 Jbid., p. 8.

1 Pillar Two would have an impact on for example the Anti-Tax Avoidance Directive,
Council Directive (EU) 2016/1164 of 12 July 2016 laying down rules against tax avoid-
ance that directly affect the functioning of the internal market. Amended by Council
Directive (EU) 2017 of 29 May 2017), and the Interest and Royalties Directive, Council
Directive 2003/49/EC of 3 June 2003 on a common system of taxation applicable to
interest and royalty payments made between associated companies of different Member
States.

15 Press release by EU Commissioner Gentiloni dated 13 October 2021, and a news
bulletin from Popa, Oana, European Union, IBFD, 14 October 2021 (“Commissioner
Gentiloni welcomes G20’s endorsement of agreed global tax reform and highligths EU
plans to implement OECD pillars).

1o Article 115 of the Treaty on the Functioning of the European Union.
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Hungary would sign the agreement. In the final rounds of discussion,
however, they all decided to enter into the agreement.!” Accordingly, at
present there seems to be no member state of the EU that is likely to veto
any measures subsequently adopted by the EU.

As far as I can deduce from the list of countries which have entered the
OECD/G20 Inclusive Framework agreement, it is only Kenya, Nigeria
and Sri Lanka that have not entered into the agreement.'® The likely
reason is that they consider the agreement to be unfavourable to develop-
ing countries, not least when they have a large population constituting a
considerable market for MNEs.

Following the decision by the OECD/G20 Inclusive Framework on
Pillars One and Two on the 8 October 2021, a number of European
states, including also the United Kingdom, have stated that they will
allow a gradual termination of their unilateral taxes on digital services.'?
This is because the agreement on Pillar One and Pillar Two requires the
removal of all digital services taxes.

The agreement and the underlying proposals are new, and the aca-
demic literature is still not that large. In this article I focus the discussion
on the primary source, the 2020 OECD/G20 Pillar One Blueprint, and
on what was included in the agreement on 8 October 2021.%° T refer to
the 8 October 2021 agreement as the “agreement”, which is based on the
2020 OECD/G20 proposal contained in the report “Tax challenges aris-
ing from digitalisation — Report on Pillar One Blueprint”, which I refer
to as the “Pillar One Blueprint” or the “proposal”. The October 2021
“agreement” is only a few pages with a general description of the rules
and fundamental thresholds, whereas the “Pillar One Blueprint” covers

'7" Financial Times, 8 October 2021, OECD close to final deal on corporate tax.

8 Cf. Financial Times, 1 July 2021, World’s leading economies agree upon global mini-
mum corporate tax rate.

19" States abolishing digital services taxes include Austria, France Italy, Spain and the
United Kingdom. In response the United States will terminate trade actions on France,
which were put in force because of France’s unilateral digital services tax. See De Lillo,
Francesco, Report (IBFD), 25 October 2021, France joins agreement on transition from
digital services tax to new international tax framework.

20 OECD, Statement on a two-pillar solution to address the tax challenges arising from
the digitalisation of the economy, Statement issued 8 October 2021 (available on www.

oecd.org).
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224 pages.”! It should be emphasized that it is not clear what the details
of the October 2021 agreement includes, and to what extent the details
of the Pillar One Blueprint, will also be included in the forthcoming
proposals for new legislation.

The work on the proposals for Pillar One and Pillar Two has been ad-
ministered and largely conducted by the OECD. Staff at the OECD has
worked together with experts from the governments of the member states
of the OECD and of the large number of states and jurisdiction. These
states are part of the “OECD/G20 Inclusive Framework on Base Erosion
and Profit Shifting”, which is often referred to as the “OECD/G20 In-
clusive Framework” or just the “Inclusive Framework”. Today there are
38 member states of the OECD, among them Sweden, which has been
a member since the organization was established in 1961. Following the
world financial crisis in 2008, the OECD and G20 started an ambitious
work against the erosion of the corporate tax base, called work against
“Base Erosion and Profit Shifting” or “BEPS”. To the surprise of many,
this project has been successful, and has led to much new legislation both
at the national level and at tax treaty level. The Inclusive Framework
continues the work of the BEPS project and includes almost 140 states
and jurisdictions. A major task for the Inclusive Framework is to assess
the implementation of the legislation developed from the BEPS project,
and to work on the continuation of the project with Pillar One and Pillar
Two.

At present, it is still unclear to what extent the 2020 Blueprint for
Pillars One and Two ultimately will be followed. As regards Pillar One,
it remains to be seen to what extent the distinction between “automated
digital services” and “consumer facing business” will be upheld. Irrespec-
tive of the final outcome in that regard, some kind of digital tracing of
consumers will be required in order to identify the residence state of the
consumer.

21 The leaders of the G20 met in Rome on 30 and 31 October 2021. At the meeting, the
G20 endorsed the 8 October 2021 agreement by the states and jurisdictions forming the
OECD/G20 Inclusive Framework. See Agianni, Vasiliki, Report (IBFD), 1 November
2021, G20 leaders welcome historic OECD/G20 Inclusive Framework global tax deal.
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2 'Traditional concepts for taxing
businesses income

The basic structure for business taxation in an international environment
was developed in the 1920s. After the First World War many states found
it necessary to severely raise tax revenue. There was a need to rebuild soci-
ety after the world war and raising tax revenue was considered necessary.
An effect was that companies doing business in different jurisdictions
faced the problem of paying considerable taxes, if the income was taxed
both in the home state of the company, and in the state where its goods
or services were sold. This is the problem of international (juridical) dou-

ble taxation.??

The League of Nations was established after the First World War, and
it had its seat in Geneva, Switzerland. The League of Nations identified
the problem with international (juridical) double taxation and developed
a model for an international instrument — the double taxation conven-
tion for the elimination of double taxation. This model contained several
basic concepts for allocating income between states. It should be noted
that it dealt not only with companies, but also with income earned by
private individuals. The work of the League of Nations was later adopted
by the OECD which has worked with international tax law issues since
the organization was established in the early 1960s. The OECD has fur-
ther developed the model tax treaty developed by the League of Nations,
but the OECD model still contains the same basic framework as the first
League of Nations model from 1928.%

In general, one can say that a tax treaty allocates the income earned by
a company between the residence country and the other country, which

22 In principle, double taxation has two forms: international juridical double taxation
and economic double taxation. Tax treaties primarily deal with international juridical
double taxation. It can be described as the situation when one taxpayer is taxed on behalf
of the same income in at least two states for the same time period. Economic double
taxation is the taxation of income, for example business profits, first at the corporate level
and then in the form of dividend income (or capital gains) at the shareholder level. Other
forms of income may also be subject to economic double taxation, such as interest and
royalties.

23 The 1928 Model tax treaty developed by the League of Nations was partly based on a
report from 1923 by four academic tax experts, G.W.]J. Bruins et al., League of Nations
Econ. & Fin. Comm., Report on double taxation: Submitted to the Financial Commit-
tee, League of Nations Doc. E.FS.73.E19 (1923).
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usually is the source country of the income. This expresses the residence
principle and the source country tax principle. For companies, residence
is mostly identified either according to the registration principle or the
seat principle. Sweden applies the residence principle, Chapter 6, Sec-
tion 3 of the Income Tax Act (ITA). Companies are subject to an unlim-
ited tax liability on its global income, if they are registered in Sweden.
Non-resident companies are subject to tax in Sweden if they have income
that is connected to a permanent establishment in Sweden. A withhold-
ing tax (30 per cent) applies on outbound dividend payments. In general,
both the residence principle and the source country tax principle rely on
some form of physical presence in order to apply. However, the registra-
tion principle concerning companies does in fact not rely that heavily on
a physical presence, whereas the real seat theory does. It is not possible to
deal with that in further detail in this article.

Another fundamental concept for traditional corporate taxation is the
arm’s length principle. It concerns how to determine the correct price
on goods and services sold between related companies in different states.
In brief, one can say the arm’s length price should be the market price,
namely the price that would have been used if the same or similar goods
or services were sold between independent parties. Without the arm’s
length principle, it would be possible for multinational groups of com-
panies to create extra costs in high-tax jurisdiction, and extra profit in
low-tax jurisdictions.

The basic concepts developed by the League of Nations were imple-
mented in tax treaty law, and thereby also had an influence on purely
domestic law. The effect of the tax concepts, was more of a loose-legal
binding effect, however, with considerable impact. The agreement now
being reached within the OECD/G20 Inclusive Framework project has
more of a hard-law approach, and it will take effect both in tax treaty law
and in purely domestic law.

Following the financial crisis, which began in 2007-2008, many states
became in urgent need of strengthened public finances, and an effec-
tive tax system to support this. From a European perspective, states like
Greece, Italy and Spain had weak finances, but the problems were iden-
tified also on a broader scale. The OECD initiated a project regarding
the preservation of the corporate tax base, called BEPS, which stands for:
Base Erosion Profit Shifting. It concerns the threat of the corporate tax
base being diverted to low-tax jurisdictions around the globe. The first
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reports in the BEPS project were published in 2012 and 2013.%% They
were followed up by additional reports on 15 different areas of tax law,
which were submitted in 2015. One area was the taxation of the digital
economy. After 2015, the OECD continued its work on new tax rules,
not the least concerning the field of digital business. Numerous states
unilaterally introduced measures taxing digital businesses. In focus for
those laws, at least partly, were large US multinational companies. The
acronym GAFA became well-known in the French tax debate and iden-
tifies tax legislation aimed at profits earned by Google, Apple, Facebook
and Amazon. These new tax laws irritated the US government under
President Trump, and lead to some counter measures issued by the US
on goods sold by French companies in the US.

In general, the OECD reports on the taxation of digital business iden-
tified a risk that the profits earned by the giant tech companies turned
out to be un-taxed or at least taxed at very low rates according to the
traditional tax principles.”> When targeting a specific market, these com-
panies did it through companies established in low-tax jurisdictions such
as the Republic of Ireland. The products are sold digitally in other states,
but due to use of digital services there is no need for any physical pres-
ence in the market state. According to traditional tax principles, there is
accordingly no possibility for the market state (source state) to tax the
income generated in that state.

As already mentioned, several states have unilaterally introduced tax
legislation for taxing the profits of such digital businesses. Previously,
the European Commission has also issued proposals for the taxation of
digital business. However, in the recent year a fundamental proposal for
the taxation of digital businesses has been put forward by the OECD
and endorsed by the G20, most of the EU member states, and also a
large number of other states such as the Peoples” Republic of China, In-
dia, Russia, Brazil and South Africa. Moreover, the United States under
the new Biden administration and with the finance minister Jane Yellen,
strongly endorsed the proposal. Sweden is also behind the proposal, even
if it seems to be with some hesitation: Sweden is dependent on digital

24 OECD, Addressing base erosion and profit shifting, Paris, 2013, and OECD, Action
plan on base erosion and profit shifting, Paris, 2013.

% On the problems with digitalization of business and the erosion of corporate taxation,
see OECD, Addressing the tax challenges of the digital economy, Action 1: 2014 Deliv-
erable, 2014, Chapters 5 and 6.
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businesses, and there is a risk that some of the corporate profits will be
taxed in the market states, which for many Swedish companies will be
in other states than in Sweden. With a population of only 10 million
inhabitants, Sweden is a small market, and the allocation of corporate
profits to Sweden according to the new legislation will probably be small.
The European Commission has already made it clear that it is behind the
OECD/G20 Inclusive Framework proposals and agreement, and that it
intends to propose to the EU to adopt them, when necessary, through
directives or changes to existing directives.

3 The OECD/G20 Inclusive Framework
agreement and proposal according to

Pillar One and Pillar Two

The OECD/G20 Inclusive Framework proposal and agreement on Pillar
One and Pillar Two includes fundamental changes to the system for cor-
porate taxation. Pillar One, which is discussed in this article, concerns a
new model for taxing corporate income stemming from digital business.
Pillar Two deals with additional rules to supplement the traditional prin-
ciples for taxing corporate income. The idea is to make the traditional
principles more protected in a global economy, and that they should be
used in addition to the new principles concerning digital businesses. An
important aspect of Pillar Two is that, in effect, it enforces a minimum
corporate tax rate of 15 per cent.

The Pillar One proposal issued by the OECD a year ago, in October
2020, is complex, full of details, and there are still many issues that needs
to be resolved by the participating states.?® It is not possible to go into
all the details of the proposal in this article. Instead, I will focus on some
aspect of the definitions of the digital business that are suggested will be
covered by the new tax regime.

What are the driving forces behind the proposal by the OECD and the
Inclusive Framework (“IF”) states? One important force is the risk that
major tech companies, active on a global basis, will earn income that will
largely remain untaxed. The traditional set of corporate tax rules, with

26 Tn academic literature proposals have been made to simplify Pillar One, see for exam-
ple Graetz, Michael J., A major simplification of the OECD’s Pillar 1 proposal, Tax Notes
Federal, January 11, 2021, pp. 213-225.
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their emphasis on physical presence, is easy to circumvent, or, rather, they
do not adapt to the form of business that the tech companies undertake.
Another driving force is the tax interest of the market state, that is the
state where the consumer is resident. Many of the business models con-
ducted by tech companies include the involvement of consumers: User
postings on Facebook and Youtube are only two obvious examples.?”

The proposed corporate tax rules for large tech companies will work in
parallel with the traditional corporate tax systems, which probably is one
of the major hurdles with the proposal.

As previously mentioned, on October 8, 2021 an agreement was made
by most of the states and jurisdictions participating in the OECD/G20
Inclusive Framework on both Pillar One and Pillar Two. Regarding Pillar
One, which is discussed in this article, agreement was made on the fol-
lowing — important — details.?® The in-scope companies are multinational
enterprises (MNEs) that have a global turnover of more than 20 billion
euros. They should also have a profitability that exceeds 10 per cent. The
profitability is calculated as profit before tax divided with revenue. After
7 years, the turnover threshold is reduced from 20 billion euros to 10 bil-
lion euros. The October 2021 agreement explicitly excludes “extractives”
(which presumably includes mining activities as well as oil and gas ex-
traction) and regulated financial services from the scope of the proposed
tax system.

A further condition (called “nexus”) requires that an in-scope MNE
has at least a profit of 1 million euros from a market jurisdiction in order
for that jurisdiction to be allocated a taxing right according to Amount A,
which is the income from digital business discussed in this article. For a

27" A general description of the digital economy is outlined by the OECD in the report,
Addressing the tax challenges of the digital economy, Action 1: 2015, Final report, Paris,
2015 (esp. pp. 51-74). A critical study of the digital economy and the tech-giants is made
by Harvard professor (of business administration with an academic background in social
psychology) Shoshana Zuboff in her bestselling book, The age of surveillance capitalism.
The fight for a human future at the new frontier of power, Profile Books, London, 2019.
It is an interesting book, even if I think that she to some degree overemphasises problems
with the digital economy and overlooks the possibilities and benefits it has brought to
both producers and consumers.

28 OECD, Statement on a two-pillar solution to address the tax challenges arising from
the digitalisation of the economy, Statement issued 8 October 2021 (available on www.

oecd.org).
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jurisdiction (“market state”) with a GDP lower than 40 billion euros, the
nexus will be met at a revenue of 250,000 euros from that jurisdiction.?’
The income that will be sourced to the market state and taxed there,
is called “quantum”. It will constitute 25 per cent of the residual profit
which exceeds 10 per cent of the revenue earned by the MNE at issue. A
revenue allocation key will be used to divide the taxable income between
different market states. The basic approach is that the income will be al-
located to that market state where the final consumers are resident.
Sourcing rules are important to calculate Amount A.* It is through
sourcing rules that the consumers are identified and thereby the “market
state”, which will be allocated a taxing rights according to Pillar One. It is
not possible to discuss the details of the proposal in this article. However,
a few remarks should be made. When it comes to digital services, which
primarily are covered by the term “automated digital services” complex
mechanisms are required for identifying the consumer. For example,
when it comes to online advertising services, it is the real-time location
of the viewer that constitutes the “sourcing rule”, which will identify the
market state.’ In order to practically apply this sourcing rule, a number
of different indicators are used. They include the geolocation of the de-
vice, the jurisdiction of the IP address, and other available information.*
Another example is the sale or alienation of user data. The sourcing rule
is the jurisdiction of the real-time location of the user that is the subject
of the data being transmitted, at the time when the data was collected.?
Among the relevant indicators are the jurisdiction of the geolocation of
the device of the user at the time of collection, and likewise, the jurisdic-

9 'The five countries with the highest GDP in 2020 were 1) The United States (20,936
billion USD), 2) China (14,722 billion USD), 3) Japan (5,064 billion USD), 4) Ger-
many (3,806 billion USD), and 5) The United Kingdom (2,707 billion USD). Sweden
ranked 22 with a GDP of 537 billion USD in 2020. Examples of countries close to the
threshold of a GDP of 40 billion euros were Cameroon, Tunisia, Bahrain, Uganda, Bo-
livia and Paraguay. A large number of countries have a annual GDP well below 40 billion
euros. The statistics are obtained from the World Bank (www.worldbank.org). The World
Bank statistics use USD as currency, and the Pillar One thresholds are set in euros. At the
time of writing (2 November 2021) 1 euro equals 1.16 USD (currency information from
Svenska Handelsbanken, www.handelsbanken.se).
30 OECD, Pillar One Blueprint, 2020, Chapter 4.
31 OECD, Pillar One Blueprint, 2020, para. 238.
32 OECD, Pillar One Blueprint, 2020, para. 239.
3 OECD, Pillar One Blueprint, 2020, para. 243.
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tion of the IP address.* User profile information and billing address are
also used as indicators. It is the MNE that has to provide the information
needed to apply the sourcing rules. However, it should not be done at the
level of the individual consumer. It is suggested that this can be obtained
from “systemic data” kept by the MNE, under the assumption that it has
a “robust internal control framework on which the tax authorities can
rely”.% It remains to be seen whether this can be achieved.

The taxable income will be calculated using financial accounting.®
From a Swedish perspective, this is another breach with traditional con-
cepts, because special tax rules normally apply, although they may be
influenced by financial accounting.

Double taxation will probably be a major problem with the new rules.
The reason is that they will apply in parallel with the traditional tax
rules.”

It is highly likely that the new tax rules will be difficult to interpret and
apply. The EU is planning to issue two directives, one for each of the two
pillars agreed upon by the OECD/G20 and the Members of the Inclusive
Framework.’® According to the proposal for Pillar One, there will be new
mechanisms for dispute prevention and resolution mechanisms.*> As a
means of last resort, the regular administrative system of each participat-
ing state may be used to interpret the new rules and resolve tax disputes.

How is the shift of tax revenue to the market state justified? The tax
debate on this issue identifies several reasons. One reason is that the dig-
ital economy with little need for physical presence in the market state
has made the traditional tax principles obsolete. They were to a high
degree focused on corporate residence and physical presence through, for
example, offices, factories, and personnel. In the digital economy services
and goods are provided online, and it is possible to reach a high degree of
integration in the economy of the market state without any physical pres-
ence. Another reason is that consumers to a high-degree integrate with

3 OECD, Pillar One Blueprint, 2020, para. 244.

% OECD, Pillar One Blueprint, 2020, para. 388-391 (quote from para. 390).
3 QECD, Pillar One Blueprint, 2020, para. 407-410.

% QECD, Pillar One Blueprint, 2020, chapter 7.

38 European Commission, Communication from the Commission to the European Par-
liament and the Council. Business taxation for the 21st century, COM(2021) 251 final,
Brussels, 18.5.2021.

3 OECD, Pillar One Blueprint, 2020, chapter 9. The issue of dispute prevention and

resolution are addressed under the title “Tax Certainty”.
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other consumers and the supplier of digital services, and thereby partici-
pate in creating corporate value.’’ Therefore it is justified for the market
state to tax the earning from those services. The market state has for
example provided the infrastructure for the digital market penetration.
That infrastructure can include obvious parts like the availability of tele-
communication facilities and fiber optic cables. From a larger perspective
one could add educational level and computer knowledge supplied by
the educational system of the market state.!

4 Digital business activities to be covered
by the proposed tax legislation

4.1 Introduction

There are two major digital business activities that are suggested that they
should be covered by the new tax. This income will be taxed according
to what is labelled as “Amount A”. There is also an “Amount B” that will
cover “baseline marketing and distribution activities”, that is a category
of income that many tech companies have, and which can give rise to
considerable problems with current rules. It should however be noted
that regarding “Amount B” there is only a revision of details of the cur-
rent rules, the principal approach — including the arm’s length principle
— is maintained.

Regarding “Amount A” there is, a fundamentally different approach
for allocating the taxable income between states. This approach is not
new in itself, though it has not been used to any wider extent on an
international level. The tax theoretical label is the formulary apportion

40 There has been much academic criticism on “value creation” as a theoretical ground for
allocating taxing jurisdiction to the market state. In brief, the concept is considered too
vague. See for example, Hey, Johanna, “Taxation where value is created” and the OECD/
G20 Base Erosion and Profit Shifting initiative, Bulletin (IBFD), 2018, pp. 203-208,
and Schon, Wolfgang, Is there finally an international tax system?, World Tax Journal
(IBED), 2021, pp. 357-384.

41 Cf. on this topic Li, Xiaorong, A potential legal rationale for taxing rights of market
jurisdictions, World Tax Journal (IBFD), 2021, pp. 25-61.
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method, and it has for decades been rejected by the OECD.“ However,
times are changing.

There are two general fields of activity that are covered by the “Amount
A”. They are “Automated digital services” (“ADS”) and “Consumer fac-
ing business” (“CFB”). The proposed tax rules will tax net profits gener-
ated by such digital business activities. The income identified as “Amount
A”, will be allocated between different states on behalf of the nexus to the
different states. A considerable part of that income will be allocated as
taxable income to the state in which the digital business has its market.

4.2 “Automated digital services” or “ADS”

In general, “automated digital services” refers to MNE activities that have
provided digital services all over the world with little or no infrastructure
in their market states. In addition, their business models include inter-
action with customers, who also provide content to the digital services
and increase the economic value of the services provided.*> The fact that
consumers provide value to the services, for example postings on Face-
book or videos on Youtube, is a key rationale for arguing that the market
state should have a taxing right on the income generated by the MNE’s
digital business.

What constitutes an ADS is identified in three steps. First, according
to a positive list of activities that are considered to be ADS. Second, with
a negative list of activities that are not considered to be ADS. Third, with
a general definition which apply on activities that are not covered by
either the positive or negative list. The practical application is to begin
with the positive list, and then continue with the negative list, and ulti-
mately, if no answer is provided in the first two steps, apply the general
definition.

In order to get a general understanding of ADS, it is suitable to begin
with the general definition. It stipulates that an ADS is:

42 OECD, Transfer Pricing Guidelines, Paris, 2017, para. 1.16-1.32. In these guidelines,
the OECD explicitly rejects global formulary apportionment, which actually is what the
taxation of Amount A is. Much has happened since the recent version of the guidelines
was published in 2017.

4 OECD, Pillar One Blueprint, 2020, para. 24.
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— automated, which means that when the system is established the pro-
vision of the service to a particular user requires minimal human in-
volvement on the part of the service provider, and

— digital, which means that it is provided over the Internet or an electro-
nic network.

The meaning of “automated” is at the centre of the definition. It implies
that it is possible for the consumer to use the service through differ-
ent kinds of equipment, such as computers and digital communication,
without interaction with personnel employed by the provider. It is also
possible for the providing company to scale up its business to meet a
higher demand, with “minimal human involvement”.%

The “positive list” on ADS gives a good picture on the activities that
are covered. The positive list includes:
— Online advertising services,
— Sale or alienation of user data,
— Online search engines,
— Social media platforms,
— Online intermediation platforms,
— Digital content services,
— Online gaming,
— Standardised online teaching services, and
— Cloud computing services.*

It is recognized that these categories are not mutually exclusive, and that

there may be an overlap between them.*’
The negative list contains five categories of activities, namely:

— Customised professional services,

— Customised online teaching services,

— Online sale of goods and services other than ADS,

— Revenue from the sale of goods of a physical nature, irrespective of
“network connectivity”, which includes “the Internet of things”, and

4 OECD, Pillar One Blueprint, 2020, Box 2.1, p. 23.
4 QECD, Pillar One Blueprint, 2020, Box 2.1, p. 24.
4 QECD, Pillar One Blueprint, 2020, para. 44.
47 OECD, Pillar One Blueprint, 2020, para. 45.
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— Services providing access to the Internet or other form of electronic
network. 8

There is a major difference between the activities on the positive list and
those on the negative list. The positive list contains activities that are
“automated”, and the negative list contains activities that are designed
for a particular customer and that includes some form of direct human
involvement.

There is an interesting example from the perspective of the legal profes-
sion on “customised professional services”. It is recognized in the report
that law firms rely heavily on Al when it comes to due diligence activities.
A due diligence may for example be performed when one company plans
to buy another company (“target company”). In order to investigate the
activities of the target company a law firm is hired to make an inquiry,
which for example includes contracts and tax matters. The law firm may
use Al in order to identify issues of interest. This is considered to be
a “customised professional service” that falls out of scope of ADS. The
reason is that human involvement is necessary to develop the Al and
to evaluate the results it provides. However, the payments that the law
firm makes to the provider of the Al developer may be covered by ADS,
according to the OECD report. The reason is that the activities of the Al
developer can constitute cloud computing or digital content service, see
the previous discussion on the “positive list”.%’

It is of course possible that the large MNEs that are at issue, can have,
or even frequently, will have parts that deal with ADS, and parts that will
not. This is a classic issue in tax law: Should one tax according to the dif-
ferent parts or consider the activities of the corporate group as a whole?

If the ADS parts are clearly identifiable the “revenue streams” from
those activities should be taxed separately. However, if the ADS parts are
highly integrated in the parts of other non-ADS business activities, they
should be considered as a whole. Only if the ADS part forms the substan-
tial part, should the business activity as a whole be considered as ADS.
If the ADS is a smaller part of the integrated business activity, it should
not as a whole be considered as ADS. It goes without saying that the dis-
tinctions will be difficult to generally lay out in tax law, and legal practice
concerning specific business activities will be necessary. However, this is

4 OECD, Pillar One Blueprint, 2020, para. 46.
49 OECD, Pillar One Blueprint, 2020, Box 2.22, para. 32-33.
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something with which tax law is familiar, and it will be possible to do
it in case law. Of course, for the benefit of tax payers and tax agencies,
attempts to draw the borders in tax law provisions are welcome.

4.3 Consumer facing business (“CFB”)

The other major category of income covered by Pillar One is “consumer
facing business” (“CFB”). It includes a large area of business activities.
The general description is that CFB is business that generate income from
the sale of goods and services, which commonly are sold to consumers.*
Accordingly, goods and services commonly provided to other businesses
are not covered. There is of course a wide range of such activities, and I
would assume that equipment and maintenance of, for example, indus-
trial facilities, ports, airports and windmills would not be covered. As
always in tax law, there will likely be a number of border line situations
which have to dealt with in case law.

Even if the scope of CFB is large, some activities within the scope are
explicitly discussed in the OECD report. One example is pharmaceu-
ticals, which are covered if they are sold to consumers. Not least from
the current pandemic, a number of global pharmaceutical companies
have provided the world with vaccines. The pandemic is not addressed
in the OECD report, but from my understanding it seems a bit unclear
whether vaccine producing companies, or that part of the multinational
pharmaceutical enterprises, would be covered. From my understanding,
it has not been the case that consumers themselves have purchased the
vaccines, but governments have done so and distributed them through
the health care system in their respective countries. The national health
care system may contain private health care providers, but that would not
make any difference. The vaccines are not commonly sold to consumers,
which is the general prerequisite for pharmaceuticals to be covered by
CFB.>! Therefore, it seems unlikely, at least according to the current ver-
sion of the proposal for defining CFB, that vaccine producing companies
would be covered on behalf of that activity.

It is recognised that some goods and services may be of dual use, that
is, of use for both consumers and other businesses. Cars, computers and
some medical products (such as blood pressure monitors) are examples

50 OECD, Pillar One Blueprint, 2020, para. 52.
1 OECD, Pillar One Blueprint, 2020, para. 57.
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of products fall within this category, according to the OECD.> The ap-
proach taken is that if the goods or service is commonly sold to consum-
ers, then all sales of that goods or service will be covered by the defini-
tion of CFB. This is, evidently, an either-or-approach. Only if there is a
marginal sale to consumers, will the sale be excluded from the scope of
CFB.»

There are several exclusions and “carve-outs” from the scope of CFB.
In my view, some of them follow from the general definition of CFB, but
are still explicitly discussed in the report. The sale of natural resources
is excluded. The meaning of “natural resources” is, of course, wide, and
the OECD discusses for example agriculture, forestry, and the mining
industries. To me it seems unlikely that the raw materials extracted from
mining would meet the general definition of CFB, because it needs to be
processed before reaching the consumer in some form. However, prod-
ucts from agriculture and fishing may not require that, and can more eas-
ily be provided directly to the consumer. The extraction and production
of fossile energy and the production of renewable energy is also discussed,
but the conclusions are vague. The issues are sensitive, and it seems that
they will have to be further discussed.”

5  Concluding remarks

The agreement on Pillar One and Pillar Two by most of the more than
130 states participating in the OECD/G20 and Inclusive Framework
project means a fundamental shift in the global system for taxation of
corporate profits. The different thresholds for the new rules to apply,
makes this specific tax system applicable only for very large MNEs. The
European Commission plans to propose a directive, or amendments in
current directives, for the implementation of at least Pillar Two.”® Basi-
cally, there are two fundamental shifts if the two pillars ultimately come

52 OECD, Pillar One Blueprint, 2020, para. 93.

3 OECD, Pillar One Blueprint, 2020, para. 93. Practical aspects of drawing a line be-
tween sales to consumers or businesses seems to be the general reason for the approach
(ib., para. 95-97).

54 OECD, Pillar One Blueprint, 2020, para. 116-121.

55 In this article I have focused on Pillar One. Regarding Pillar Two, there are problems
with the compatibility with fundamental freedoms of EU law cf. Brokelind, Cécile, An
overview of legal issues arising from the implementation in the European Union of the
OECD?’s Pillar One and Pillar Two Blueprint, Bulletin (IBFD), 2021, pp. 212-219.
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into effect. First, there will now be a global set of rules for the taxation
of corporate profits. It is possible that these rules will apply in more than
130 states and jurisdictions all over the world. Second, the new rules
include a new approach for dividing the tax base between companies,
namely a formulary apportionment method that allocates parts of the
income to the market state.

Even if it is only large MNEs that will be covered, I consider it likely
that the approach will permeate into the system for taxing other (in-
cluding small and medium-sized) companies conducting international
business activities. The directives on corporate taxation which the EU has
introduced on certain cross-border situations, have had such spill-over ef-
fects on strictly internal situations in the Member states. For example, the
implementation of the EU Merger directive had such effects in Sweden
on internal re-organizations of corporations and corporate groups.

Will Pillar One and Pillar Two ultimately take effect? So far, it is only
the governments of most of the participating states and jurisdictions
within the project that have reached an agreement. For the agreement
to take effect, it will have to be implemented with national law and tax
treaty law. It remains to be seen how national parliaments will react on
the agreement. That is a problem. The proposals on Pillar One and Pillar
Two have, so far, been a project discussed by governments and the large
MNE:s through different lobby organizations. There is also an academic
debate, however, in a rather limited group. In my view, there has so far
not been any public debate.

Individual rights and the protection of personal integrity is likely to
be an issue when the details of Pillar One will be put forward as propos-
als for new national tax legislation. The earlier discussion of Amount A
makes it clear that the location and consumption patterns of billions of
individuals will form the basis for allocating taxing power to the market
state. The issues of individual rights and personal integrity are hardly
discussed in the OECD Pillar One Blueprint. It still remains to be seen
what the new legislation, for example, an EU Directive on Pillar One will
contain in this regard. When individual rights and personal integrity is
discussed in relation to the digitalisation of society, references are often
made to the oppressive state portrayed by George Orwell in his novel
“1984”. There is, however, a precursor to this novel, which also portrays
a state that keeps its citizens under close surveillance, namely Evgeny
Zamiatin’s novel “We” (Me1). In the novel, we follow an engineer (with
the impersonal name “D-503”) who on the commission of the state and
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its leader, the Great Benefactor, is developing a new technological tool
that will keep the citizens under an even stricter control. The technologi-
cal tool is called “Integral”. In a famous passage, the engineer formulates
how this totalitarian state considers the rights of the individual, a way of
reasoning which also provides the title of the novel:

“There are ideas made of clay, and there are ideas sculpted for the ages out
of gold or out of our precious glass. And to determine what material an idea
is made of, all you have to do is let a drop of powerful acid fall on it. Even
the ancients knew one such acid: reductio ad finem. That's what they seem
to have called it. But they were afraid of this poison. They preferred to see
at least some kind of heaven — however clay, however toylike — to this blue
nothing. But we are grown-ups, thanks be to the Benefactor, and don’t need
toys.

Look here — suppose you let a drop fall on the idea of ‘rights’. Even
among the ancients the more grown-up knew that the source of right is
power, that right is a function of power. So, take some scales and put on
one side a gram, and on the other side a ton; on one side T’ and on the
other “We’, OneState. It’s clear, isnt it? — to assert that ‘I” has certain ‘rights’
with respect to the State is exactly the same as asserting that a gram weighs
the same as a ton. That explains the way things are divided up: To the ton
goes the rights, to the gram the duties. And the natural path from nullity
to greatness is this: Forget that you're a gram and feel yourself a millionth
part of a ton.”*®

It is important to follow the forthcoming legislation on Pillar One (and,
of course, Pillar Two) and identify eventual infringements on individual
rights. It is a pity that this issue has hardly been addressed in the materials
so far published. Considering that there has not been any public debate,
and that multilateral treaties and domestic legislation are intended to be
decided in 2022, to take effect in 2023, there is not much time. There
is a potential problem with consumer integrity in the huge amounts of
information that will be required in order to identify the market state.

5 Zamyatin, Yevgeny, We, Penguin, London, 1993 (1924), p. 128 (translation to Eng-
lish by Clarence Brown). On the fascinating life of Zamyatin, see the biography of the
Oxford professor of Russian literature, Julie Curtis, The Englishman from Lebedian’ — A
life of Evgeny Zamiatin (1884-1937), Ars Rossica (ed. David Bethea), Academic Studies
Press, Brighthon (MA, USA), 2013. There is also a Swedish translation of the novel,
Zamijatin, Jevgenij, Vi, Modernista 2015 (1959), translation by Sven Vallmark, including
a foreword by Nils Hikanson.
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'The Al Regulation and Higher
Education: Preliminary Observations
and Ciritical Perspectives

1 Introduction!

The introduction of Artificial Intelligence (AI) into educational con-
texts may be traced to the 1970s, when researchers were interested in
understanding how computers could substitute one-to-one human tu-
toring.> While the development of Al-powered teaching and learning
tools has steadily progressed, Higher Education (HE) institutions have
been slow to adopt them. However, the Covid-19 pandemic, has dras-
tically changed the landscape, forcing universities to rely on technology
for virtual learning. Long gone are the days of clunky desktop computers
sitting in lonely student computer labs. These are the days of virtual and

' The support of The Wallenberg Al, Autonomous Systems and Software Program —
Humanities and Society (WASP-HS), Ethical and Legal Challenges in Relationship to
Al-driven Practices in Higher Education (MMW2020.0138), is gratefully acknowledged.
Additionally, I would like to express my gratitude to Professor Teresa Cerratto-Pargman,
Associate Professor Cormac McGrath and Professor Cecilia Magnusson Sjoberg who have
provided helpful comments on the manuscript, or parts thereof, at various stages in its
development. An additional thanks goes to the editors of this volume, Assistant Professor
Katja de Vries and Professor Mattias Dahlberg for their very constructive feedback. As far
as shortcomings are concerned, they are all attributable to the author.

2 B.S. Bloom, 7he 2 Sigma Problem: The Search for Methods of Group Instruction as Effec-
tive as One-to-One Tutoring, 13 Educational Researcher 4 (1984).
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augmented realities, remote-based proctoring, Ed Tech robots, predictive
learning analytics, and more.?

While Al may present incredible opportunities to improve teaching
and learning and could have a huge impact on the future of education?, it
poses new and far-reaching ethical, legal, and social challenges.” Until re-
cently, the rapid development of technology in this context has generally
outpaced policy debates and regulatory frameworks about how best to
develop and use Al in HE in ways that are not just equitable, ethical, and
effective but also just, fair, and caring.6 That said, on 21 April 2021, the
European Commission published a legislative proposal for a “Regulation
on a European Approach for Artificial intelligence” (the Al Regulation)
which expressly addresses the use of Al in the educational context.

This paper investigates the proposal from the perspective of HE. More
specifically, it seeks to make some preliminary observations as well as
offer some critical perspectives concerning the way the proposed Al Reg-
ulation addresses the educational context, particularly in HE. It explores
whether the proposal is old wine in new bottles or representative of a fun-
damental shift in approach towards the more ethical use of Al in the HE.

2 Background to the Al Regulation

The proposal was the result of a broad consultation process and many
years of investigating whether Al requires specific regulation, and if so,
how normative assumptions and ethical principles should be reflected

> R. Huang, ].M. Spector, Junfeng Yan, Introduction to Educational Technology, In: Edu-
cational Technology: Lecture Notes in Educational Technology (eds. Ronghuai Huang,
Kinshuk, Mohmed Jemni, Nian-Shing Chen, J. Michael Spector) (Singapore, Springer
2019).

4 But see Cerratto Pargman T. and Cormac McGrath, Be Carefil What You Wish For!
Learning Analytics and the Emergence of Data-Driven Practices in Higher Education, In:
Digital Human Sciences (ed. S. Petersson)(Stockholm, Stockholm University Press 2021)
(discussing the “techno-romanticism” and hype surrounding learning analytics), hetps://
www.stockholmuniversitypress.se/site/chapters/e/10.16993/bbk.i/#disqus_thread.

5 Cerratto Pargman T. and Cormac McGrath, Be Careful What You Wish For! Learning
Analytics and the Emergence of Data-Driven Practices in Higher Education, In: Digital Hu-
man Sciences (ed. S. Petersson)(Stockholm, Stockholm University Press 2021), https://
www.stockholmuniversitypress.se/site/chapters/e/10.16993/bbk.i/#disqus_thread.

¢ P. Prinsloo and S. Slade, Big data, Higher Education and Learning Analytics: Beyond Jus-
tice, Towards an Ethics of Care, In: Big Data and Learning Analytics in Higher Education,
(Springer 2017), 109-124.
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in the law. It builds on key documents such as the Al HLEG, Ethics
Guidelines” which sets forth ethical imperatives in the context of Al and
the Commission’s White Paper on Artificial Intelligence® which proposes
a risk-based regulation for Al with sector and application-specific risk as-
sessments and requirements as opposed to blanket requirements or bans.
The aim of the initiative is to establish a comprehensive, “futureproof”
legal framework regulating Al in all sectors, including education, to fos-
ter economic growth, to ensure that there is harmonization of approaches
between all 27 of the EU Member States, to offer safety and legal cer-
tainty to both consumers and industry and to create responsible’ and
trustworthy'® Al

As a legislative proposal, a debate and an approval process will follow,
which might last until 2022. It will likely be amended by members of
the EU Parliament as well as by governments of each EU Member State.
Even after its publication in the Official Journal of the European Union,
its implementation is likely to be incremental with full application after
24 months.!!

3 'The regulatory challenge

In a recent report by the European Parliament on Al in education, culture
and the audiovisual sector, released after the Al Regulation in May 2021,
it was noted: “Whilst it is easy to understand the potential effects of Al
on sectors such telecommunications, transportation, traffic management,
health care, evaluating its long-term effects on education” is “considera-

7 Independent High-Level Expert Group on Artificial Intelligence, Ethics Guidelines for
Trustworthy Al 15 (Apr. 8, 2019), at https://ec-europa-eu.ezp.sub.su.se/newsroom/dae/
document.cfm?doc_id=60419.

8 White Paper on Artificial Intelligence - A European Approach to Excellence and Trust 16,
Eurorean CommissioN (February 19, 2020), http://ec.europa.eu/info/sites/default/files/
commission-white-paper-artificial-intelligence-feb2020_en.pdf.

% For more on responsible Al, see Virginia Dignum, Responsibility and Artificial Intelli-
gence, In: (Eds. Markus D. Dubber, Frank Pasquale, and Sunit Das) The Oxford Hand-
book of Ethics of AI (Oxford, 2020).

10 For more on trustworthy Al see Luciano Floridi, Establishing the Rules for Building
Trustworthy AI, 1 Nature — Machine Intelligence 261 (2019).

1" European Commission, Proposal for a Regulation of the European Parliament and of
the Council laying down harmonised rules on artificial intelligence (Artificial Intelligence
Act) and amending certain Union legislative acts (COM(2021) 206 final) (hereafter ‘Al
Regulation’), Article 85(2).
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bly more challenging.”'? It further noted: “The potential impact of Al on
education, culture and the audiovisual sector” is “rarely discussed and is
mostly unknown. Yet this question is of utmost importance because Al is
already being used to teach curricula...”"® Here, it is interesting to note
that the EU has decided to introduce the explicit regulation of Al in the
educational sector without a full understanding of how Al impacts the
sector. This, of course, highlights the regulatory challenge at hand.

There is a lack of confidence when it concerns the application of Al
with cries from across almost all segments of society regarding the po-
tential for the use of Al to lead to erroneous, opaque, brittle, and bi-
ased decisions. There is a fear that the use of Al can put safety, health
and fundamental rights to privacy, data protection, free expression and
assembly, non-discrimination, dignity at risk. For example, in the edu-
cational sector, students are concerned that marginalized students such
as those with special needs and those from low-income families may dis-
proportionately and unfairly have to pay the price of Al-based teach-
ing and learning technologies, based on potentially racist, sexist, ableist,
and hetero-centrist norms being reflected in the systems.!* They are also
deeply concerned about the role of automated individual decision mak-
ing in HE, including profiling, where there is no human involvement
such as where Al flags a student of color for cheating when the behavior
is not actionable.”® This could, for example, occur when an Al-based
proctoring system identifies that a student is “cheating” but in reality all
that has happened is that the student’s child has entered the test-taker’s
environment to ask for a snack, causing the student to look away from
the screen towards a second person.!®

12 European Parliament, Report on artificial intelligence in education, culture and the
audiovisual sector (2020/2017(INI)), https://www.europarl.europa.eu/doceo/docu-
ment/A-9-2021-0127_EN.html.

13 European Parliament, Report on artificial intelligence in education, culture and the
audiovisual sector (2020/2017(INT)), https://www.europarl.europa.eu/doceo/docu-
ment/A-9-2021-0127_EN.html.

14 Forthcoming, Liane Colonna, Legal Implications of Using Al as an Exam Invigilator, In:
2020-2021 Nordic Yearbook — Law in the Era of Artificial Intelligence (eds. Liane Col-
onna and Stanley Greenstein)(Stockholm, The Swedish Law and Informatics Research
Institute (IRI)).

15 1d.

16 1d.
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On one hand, there is a need to intervene before the application of Al
within society acquires even greater momentum and Al-based products
and services grow larger, more complex, and, naturally, more resistant
to regulatory prodding.!” However, if intervention comes to early than
the EU may regulate without fully understanding the technology’s likely
impact. This dilemma is sometimes referred to as the Collingridge Di-
8, or more colloquially as the problem of “chasing a moving tar-
get.” To put it differently, when it comes to the regulation of Al in the
education sector, regulators face an “uncertainty paradox”"’, “where they
must make decisions in the absence of reliable risk information or fore-
knowledge of technological developments.”

Basically, the EU’s goal is to get ahead of the broad, unregulated use
of Al and ensure that society knows that high-risk Al has gone through
an extensive vetting process so that individuals can trust it. On the other
hand, there is a visceral concern that if the EU starts to introduce cum-
bersome legislation, then it will fall behind countries like China and the
United States. As Eric Schmidt, the former CEO of Google, has said:
“The EU should be an “innovation partner to the US,” in order to be
able to compete with China.”?! Instead, “the EU did regulation first and
I think that’s a mistake.”*? Sometimes this debate is framed as “regulation

lemma!

17 Lyria Bennett Moses, How to Think about Law, Regulation and Technology: Problems
with “Technology” as a Regulatory Target, 5 Law, Innovation and Technology 1 (2013).

18 Anna Butenko and Pierre Larouche, Regulation for Innovativeness of Regulation of Inno-
vation?, 7 Law, Innovation and Technology 52 (2015), 70. (According to the Collingridge
dilemma, “if regulators want to achieve results, they should act early, but then the full
range of risks and benefits is unknown, and if they wait undil the risks and benefits are
clear, the situation solidifies in a manner that makes it difficult and expensive to introduce
regulatory changes.” However, in the “early stages of technological development, there is
insufficient information regarding potential harms and benefits.”).

19 Marjolein van Asselt, Ellen Voss and Tessa Fox, Regulating Technologies and the Uncer-
tainty Paradox, In: Dimensions of Technology Regulation (eds. M. Goodwin, B. J. Koops,
& R. Leener)(Wolf Legal Publishers 2010), 259-284.

20 Lyria Bennett Moses, How to Think about Law, Regulation and Technology: Problems
with “Technology” as a Regulatory Target, 5 Law, Innovation and Technology 1 (2013).

2L Pieter Haeck, Ex-Google Boss Slams Transparency Rules in Europe’s Al Bill, Politico
(31 May 2021) https://www.politico.eu/article/ex-google-boss-eu-risks-setback-by-de-
manding-transparent-ai/.

2 1d.
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versus innovation” or “upstream governance versus permissionless inno-
vation.”??

The AI Regulation addresses the pacing problem as well as the need to
balance the relationship between innovation and regulation with its risk-
based approach. This approach entails that the regulation differentiates
between uses of Al that create (i) an unacceptable risk (Tide II), (ii) a
high risk (Title III) (iii) a limited risk (Title IV) and (iv) a low or mini-
mal risk (Title IX). The first category is generally prohibited, the second
category is subject to compulsory regulation such as ex-ante conformity
assessment, the third category is permitted but subject to transparency
obligations, and the last category is only regulated by voluntary codes of
conduct.?* Thus, the EU takes the position that it is possible to update
the law of the analog age (as well as the legacy of today’s ICT applications
that are already up and running within the digital information society, in-
cluding HE!), without hindering innovation by focusing on high-risk Al
and maintaining that the vast number of use cases are not subject to the
regulation. It can be argued that this approach provides legal certainty:
once the proposal is finalized, businesses will know the rules of the games
so they can invest properly. The rules are based on globally acceptable
principles, e.g., data quality, transparency, human oversight etc. so that
any great shock to the business community should be avoided. The main
difference is that it is no longer enough to just sign up for a list of princi-
ples — now Al providers must prove that they abide by them, at least for
those systems that present risks to health, safety and fundamental rights.

In addition to the risk approach, the proposed Al Regulation also re-
lies on techniques to monitor and update the legislation which may prove
helpful to address the pacing problem. By avoiding the creation of a law
that becomes stringently fixed and difficult to change, the Al Regulation
allows for incremental adjustments in governance as needs arise.”> One
example is the provisions in Article 7, for the addition of new applica-

tions to the list of high-risk uses. This approach provides flexibility and

2 See e.g., Andrew McCafee, EU Proposals to Regulate Al Are Only Going to Hinder In-
novation, Financial Times (25 July 2021), https://www.ft.com/content/a5970b6c-¢731-
45a7-b75b-721e90e32elc.

2% For more on the risk-based approach see Stefan Larson and Jonas Ledendal, “Al i
offentlig sektor: Frin etiska rikdlinjer till lagstiftning” in this volume.

25 Gregory N Mandel, Regulating Emerging Technologies, 1 Law, Innovation and Technol-
ogy 75, 89 (2009).
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adaptability as well as mentally prepares industry that the list of high-risk
Al is not set in stone.?°

4 The Al Regulation and Education”

Referring explicitly to the educational sector, Annex III of the AI Regu-
lation states that Al systems used for “assessing students in educational
training” constitutes high-risk AI.?® It also refers to “Al systems intended
to be used for the purpose of determining access or assigning natural
persons to educational and vocational training institutions.”” Recital 35
underlines that “Al systems used in education or vocational training®,
notably for determining access or assigning persons to educational and
vocational training institutions or to evaluate persons on tests as part of
or as a precondition for their education should be considered high-risk,
since they may determine the educational and professional course of a
persons life and therefore affect their ability to secure their livelihood.™!

First, it is unclear whether the use of Al to predict (possibly falsely)
the potential success of a student and then suggest to the student not to
pursue a particular line of training would fall under the category of Al
systems intended to be used for the purpose of determining access to edu-
cational institutions.?* In other words, what if a student decides, based
on a prediction made by Al, to drop out of an educational program,

26 1d.

27 Part of this section is based on previous work: Forthcoming, Liane Colonna, Legal
Implications of Using AI as an Exam Invigilator, In 2020-2021 Nordic Yearbook - Law in
the Era of Artificial Intelligence (eds. Liane Colonna and Stanley Greenstein)(Stockholm,
The Swedish Law and Informatics Research Institute (IRI)).

28 AT Regulation, Annex ITI(3)(b).

2 Al Regulation, Annex I1I(3)(a).

3% Vocational training is not defined in the law but generally it can be defined as “com-
prising education, training and skills development relating to a wide range of occupa-
tional fields, production, services and livelihoods.” See Glossary, UNESCO, International
Centre for Technical and Vocational education and Training, https://unevoc.unesco.org/
home/TVETipedia+Glossary/filt=all/id=474.

31 AT Regulation, Recital 35.

32 See e.g. the case known as “Drown the Bunnies ... put a Glock on their heads” where
the president of Mount Saint Mary’s University proposed using the results of a student
survey to flag students likely to fail and urge them to drop out. As he put it, “You just
have to drown the bunnies ... put a Glock to their heads.” For more, see R. Schisler and
R. Golden, Mount President’s Attempt to Improve Retention Rate Included Seeking
Dismissal of 20-25 First- Year Students, The Mountain Echo (2016).
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rather than the HE institution, relying on Al, deciding to limit access of
the student to the university. It is also unclear whether Annex III’s refer-
ence to “assessing students in educational training” refers to using Al to
facilitate remote proctoring systems used to provide online assessments of
students or whether it refers to using Al to literally assess — or score — stu-
dents, through for example, some kind of grading software. Regardless,
remote proctoring systems may fall under high-risk Al to the extent that
they involve biometric identification, discussed more below.??

Where an Al system is deemed to be high-risk, then providers will
have an extensive range of obligations.** Obligations for providers of
high-risk Al systems include the adoption of risk management systems?,
data governance,® technical documentation?’, record-keeping®®, trans-
parency®’, human oversight“’ and accuracy of outputs and security.*! Ad-
ditionally, providers of high-risk Al systems must put in place a quality
management system.’> Many of these requirements must be performed
ex ante before getting access to the EU market, which will ostensibly
support a legal by design approach. Users of Al systems, like universities,
also have explicit obligations like monitoring the operation of the high-
risk Al system on the basis of the instructions of use® as well as storing
of logs automatically generated by the Al system.% Users of high-risk
Al systems also need to comply with user-based rules and restrictions
regarding Al system monitoring, the use of input data and the storing
of logs automatically generated by the Al system. Like the General Data

3 For a discussion on the state of the art on remote proctoring exams see forthcoming,
Liane Colonna, Legal Implications of Using Al as an Exam Invigilator, In 2020-2021 Nor-
dic Yearbook — Law in the Era of Artificial Intelligence (eds. Liane Colonna and Stanley
Greenstein) (Stockholm, The Swedish Law and Informatics Research Institute (IRI)).

3 See Al Regulation, Chapter I1.

3 Al Regulation, Article 9.

36 AT Regulation, Article 10.

37" Al Regulation, Article 11.

38 Al Regulation, Article 12.

39 Al Regulation, Article 13.

40" Al Regulation, Article 14.

41 Al Regulation, Article 15.

42 Al Regulation, Article 17.

4 Al Regulation, Article 29(4).

4 Al Regulation, Article 29(5).
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Protection Regulation (GDPR)?, the proposed Regulation provides for

severe penalties for non-compliance. That is regulators will be able to fine
non-compliant actors up to €30m, or 6% of their worldwide turnover.*

The proposed Regulation provides definitions of Al “providers™ and
Al “users™®, referring to “public authorities” in both definitions. Here, it
may be difficult to understand whether Ed Tech companies that supply
products and services to HE institutions will qualify as “providers” or
whether it will be the HE institutes that are given this title, and the atten-
dant greater weight of obligations under the law. It may be particularly
challenging to define public authorities as providers or users where they
rely on external actors for the development of a certain Al system but put
it into service under their own name. In other words, it can be very hard
to distinguish between a university that makes an Al system available
(through procuring an entity to build a system for it or developing it
internally) (“provider”) or uses an Al system (“user”). In many situations,
the university is likely to be both the provider and the user. Here, the uni-
versity must declare the system on the new, central database, managed by
the Commission, for the registration of standalone high-risk Al systems
as well as upload instructions there.”

As already noted, “real-time” and “post” remote biometric identifica-
tion of natural persons has also been named in the proposed Al Regula-
tion as high-risk which includes not just facial recognition, but also voice
or gait recognition for identification purposes.”’® While the Commission
considered a five-year moratorium on the use of such technologies in
public places when initially drafting its February 2020 white paper, it ul-
timately decided to heavily regulate remote biometric identification sys-

4 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the Protection of Natural Persons with regard to the Processing of Personal Data
and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General
Data Protection Regulation), 2016 O.]. (L 119) art. 4(5) (hereinafter GDPR), Article 9.
46" Al Regulation, Article 71.

47" Al Regulation, Article 3(2)(‘provider’ means a natural or legal person, public author-
ity, agency or other body that develops an Al system or that has an Al system developed
with a view to placing it on the market or putting it into service under its own name or
trademark, whether for payment or free of charge).

48 Al Regulation, Article (3)(4) (‘user’ means any natural or legal person, public author-
ity, agency or other body using an Al system under its authority, except where the Al
system is used in the course of a personal non-professional activity).

4 Al Regulation, Article 60.

50 AI Regulation, Annex III (1)(a).
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tems without going for an outright prohibition. Building on an existing
legal framework with respect to biometric identification like the GDPR
and the Law Enforcement Directive’!, the Al Regulation proposes to
regulate all biometric identification systems yet making a controversial
distinction between private and state actors as well as between uses, sub-
jecting law enforcement’s real-time use of biometric identification in
publicly accessible spaces to the unacceptable risk category.

Where it concerns education, the use of biometric identification, for
example, for exam invigilation or roll call’>, must comply with the high-
risk systems requirements discussed above. Additionally, the compliance
assessment process that is required for the producer of such a system is
more stringent than the one required for any other stand-alone Al sys-
tem. More specifically, the use of a system that uses Al for exam invigi-
lation must go through a third-party conformity assessment or comply
with harmonized European standards.>® These systems will also be sub-
ject to ex-post surveillance requirements.

Finally, while the Al Regulation makes special note of the use of Al in
the educational sector, it is certainly clear that not every single type of Al
used in education and vocational training will be considered high-risk.
For example, the use of an Al algorithm to match lecture halls and lec-
turers and student’s course to make sure they do not clash would likely be
classified as minimal or no risk. If an educational technology is classified
as non-high risk, then they are not required to comply with the above
requirements. Nevertheless, the provider of such a technology is encour-
aged to create codes of conduct.’® Here, the idea is that the voluntary
application of the above requirements would help lead to a larger uptake
of trustworthy artificial intelligence in the EU.

5! Directive (EU) 2016/680 of the European Parliament and of the Council of April 27,
2016 on the protection of natural persons with regard to the processing of personal data
by competent authorities for the purposes of the prevention, investigation, detection or
prosecution of criminal offences or the execution of criminal penalties, and on the free
movement of such data, and repealing Council Framework Decision 2008/977/THA. O]
L 119, 4.5.2016, Article 10.

52 Carly Kind, Containing the Canary in the AI Coalmine — the EU’s Efforts to Regulate
Biometrics, Ada Lovelace Institute Blog (30 April 2021)(Explaining, “A biometric roll-call
system would be classified as a high-risk biometrics system, requiring schools to ensure
they procured products that had undergone a conformity assessment and received a CE
marking.”).

53 Al Regulation, Article 43(1).

54 Al Regulation, Article 69.
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5  Ciritical perspectives

5.1 How to understand the risk categories and
the appropriate level of acceptable risk?

When it comes to understanding the risk categories, many questions
emerge: How does one precisely identify a system as high risk? What
exactly is the process? Where does the input come from? While the Al
Regulation provides a definition of high risk, categories and use cases and
directs providers to take into account the likelihood and severity of the
impact on health, safety, and fundamental rights there is plenty of room
for ambiguity.>® For example, what happen if low-risk Al turns into high-
risk AI?

Technologies are situated in society and interact with people who can
use them in ways not yet imagined. Indeed, the multistability of technol-
ogies, a concept proposed by Thde that refers to the unpredictable uses of
technology different from the originally intended ones, is well explored.56
When it comes to Ed Tech, it is not hard to envisage that students or
teachers might find unexpected uses for the technology that that neither
the university nor the technology provider imagined which may be “high
risk.” For example, what happens when a teacher uses Al to gain insight
into a student’s learning habits (probably low risk), and that information,
either consciously or unconsciously, impacts a student’s final grade (prob-
ably high risk)? Will the software, perhaps first classified as minimal or
no risk, be subjected to high-risk scrutiny by authorities considering this
new application?

Another ambiguity concerns the level of acceptable risk. A provider
must estimate and evaluate known and foreseeable risks that may emerge
before putting an Al system on the market.”” Even after the Al has re-
ceived its CE mark and is on the market, there needs to be a continuous
evaluation of risk and the provider must take measures to eliminate or

> See e.g. Al Regulation Article 6 and Article 65 (referring to Article 3(19) ‘product

presenting a risk’ in Regulation (EU) 2019/1020 of the European Parliament and the

Council of 20 June 2019 on market surveillance and compliance of products and amend-

ing Directive 2004/42/EC and Regulations (EC) No 765/2008 and (EU) No 305/2011.

°¢ D. Ihde, Technology and the Lifeworld. From Garden to Earth (Bloomington and Indi-

anapolis: Indiana University Press 1993); Mireille Hildebrands, Zechnology and the End of
Law, In: Facing the Limits of the Law (Springer 2008), 1-22.

57 Al Regulation, Article 9.
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mitigate identified risks.’® It appears that there will always be some resid-
ual risk if the provider cannot eliminate all known and foreseeable risks
and that this risk must be acceptable but who determines what level of
risk is acceptable and how much discretion should it have? Also, what
happens when there are unexpected benefits from the use of a technology,
and should they factor into the risk analysis?

In the context of HE, understanding what constitutes a risk for health,
safety, and fundamental rights, whether it can be eliminated, what ade-
quate measures needs to be adopted to mitigate the risks and what consti-
tutes an acceptable risk takes place in a very complex institutional setting
with a distinct organizational, political, and bureaucratic culture. Is it
appropriate that Ed Tech providers will largely oversee risk calculations?
What happens when one Ed Tech provider or HE institution (in the
event it is found to be the provider) have a larger risk appetite than an-
other? Is it appropriate that students and teachers are not required to be
consulted in the determination of what constitutes an acceptable risk?>

Finally, it is worth mentioning that the proposal almost exclusively
focuses on risks to individuals and not risks to society. Societal risks tran-
scend individual harm and include uses of Al systems that might harm
the democratic process, the rule of law, or in this case, public education.®
Here, a question arises concerning whether, and if so how, to consider so-
cietal risks in this already complex risk assessment. Here, a question arises
whether the proposal sufficiently requires Ed Tech providers and/or HE
institutions to consider the long-term societal risks and harms associated
with practices like the technological surveillance of students with AL°!

58 Al Regulation, Article 61.

9 C.f Article 35(9) of the GDPR (stating, “where appropriate, the controller shall seek
the views of data subjects or their representatives on the intended processing, without
prejudice to the protection of commercial or public interests or the security of processing
operations.”).

60 Nathalie A. Smuha, Beyond the Individual: Governing AT’s Societal Harm, 10 Inter-
net Policy Review 1, 3 (2021).

61 Alisia LoSardo, Faceoff: The Fight for Privacy in American Public Schools in the Wake
of Facial Recognition Technology, 44 SETON HALL LEGIS. J. 373, 383-87 (2020); ]J.
William Tucker and Amelia Vance, School Surveillance: The Consequences for Equity and
Privacy, 2 EDUCATION LEADERS REPORT 4, 8 (2016).
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5.2 Why is the focus on developers instead of universities,
students, and teachers?

While most entities involved in the Al supply chain are required to com-
ply with certain obligations, there is little doubt that Al providers are par-
ticularly burdened by the rules. Indeed, most of the requirements in the
proposed Al Regulation rely on Al developers as “providers” under the
regime to implement technical and organizational solutions to complex
social issues. As hinted above, this may be a misstep given the complexity
of the Ed Tech supply chain where many different actors are involved, in-
cluding hardware and software providers, internet providers, subcontrac-
tors, etc. as well as, of course, the HE institutions, teachers and students
that ultimately employ and use the tools.®?

Where the proposed Al Regulation concerns high-risk Al in educa-
tion, it asks these developers to self-assess their own compliance, at least
concerning applications that do not involve biometric identification.
While there are mechanisms built into the proposed regulation which
encourage compliance with self-assessments like rigorous post-market
surveillance, it can be questioned whether more responsibility should be
placed on the HE institutions that put the systems to use, particularly as
Ed Tech developers have played an increasingly prominent role in the HE
in light of the COVID-19 pandemic. In other words, there is a concern
that Ed-tech companies, representing private and commercial interests,
may exert undue influence in the realm of public education, shifting
power from the HE institutions to the providers of Ed Tech.®> While
HE institutions, as data controllers, will be responsible for the processing
personal data, they may escape responsibility where, for example, an-
onymization techniques are applied in an application, therefore making
the GDPR inapplicable.

Even where HE institutions are classified as providers and are respon-
sible for the bulk of compliance, it still may be the case the proposal fails
to sufficiently address the power imbalances between HE institutions and

62 Forthcoming, Liane Colonna, lmplementing Data Protection by Design in the Ed Tech
Context: What is the Role of Technology Providers?, Case Western Reserve Journal of Law,
Technology & the Internet (JOLTI).

5 European Trade Union Committee for Education, ETUCE Position on the EU Regula-
tion on Artificial Intelligence (June 2021), European Trade Union Committee for Education,
hetps://www.csee-etuce.org/en/resources/statements/4456-cetuce-position-on-the-eu-regula-
tion-on-artificial-intelligence-june-2021:%20Liane%20Case%20 Western.
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students, particularly historically marginalized and under-represented
students. Here, it is worth mentioning that there are no obligations for
providers and/or users of high-risk Al to consult with or notify civil so-
ciety organizations and affected communities.* The role of national au-
thorities and standardization bodies can be juxtaposed with the role of
civil society and stakeholder engagement which, is much more limited.
This is regretful since it is crucial to take a relational ethics approach to al-
gorithmic injustices and involve multiple stakeholders at the institutional
or organizational levels, from the public and private sector, to nurture
a dialogue on Al practices in HE.®> The proposal’s largely technocratic
approach, focusing on technical fixes like data quality, fails to engage the
individuals and communities that are disproportionally impacted by the
Al practices.®

Concerning the specific role of teachers in this context, one question is
whether the role of teachers is reduced to the mere providers of instruc-
tions of Al-based technologies?®” As stated by the European Trade Union
Committee for Education, “the Al Regulation should ensure that the
development of Al in education does not reduce the role of teachers to
mere providers of instructions but rather serves as a supporting tool for
the teaching profession while preserving the professional and pedagogical
autonomy and academic freedom of teachers and academics.”®® Should

64 Forthcoming, Michael Veale and Frederik Zuiderveen Borgesius, Demystifying the
Draft EU Artificial Intelligence Act, 20 Computer Law Review International (2021)(not-
ing, “It is unclear whether limited existing efforts to include stakeholder representation
will enable the deep and meaningful engagement needed from affected communities.”).
% Johanna Bjorklund, Teresa Cerratto Pargman, et. al., WASP-HS. Community Refer-
ence Meeting: Life in the Digital World. Report (August 2021), 6-7, https://wasp-hs.org/
wp-content/uploads/2021/08/WASP-HS-CRM-Virtual-Worlds-brief_Aug-2021.pdf
(further explaining, “A wide range of stakeholders needs to be involved in discussing Al
in higher education. Starting with students, we need to include teachers, administration,
IT department, university management, trade unions, and the EdTech industry to un-
derstand better how relations constituting Al-driven educational practices are configured
and shaped.”); Abeba Birhane, Algorithmic Injustice: A Relational Ethics Approach, 2
Patterns 1 (2021).

66 Abeba Birhane, Algorithmic Injustice: A Relational Ethics Approach, 2 Patterns 1, 2
(2021).

%7 European Trade Union Committee for Education, ETUCE Position on the EU Regula-
tion on Artificial Intelligence (June 2021), https://www.csee-etuce.org/en/resources/state-
ments/4456-etuce-position-on-the-eu-regulation-on-artificial-intelligence-june-2021:%20
Liane%20Case%20Western.

68 1d.
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teachers have an obligation to intervene when Al gives rise to a conclu-
sion that a student could benefit from additional support?®’

While users of Al in HE (e.g. students, teachers, academics and edu-
cation staff for the education sector) must be adequately informed about
the intended purpose, level of accuracy, residual risks of Al tools, there
is still a question about whether the Al is sufficiently transparent.”® Will
overworked academics and busy students have time to read information
about the Al and, more importantly, will they have the Al literacy skills
to interpret it?”! While the proposed Al Regulation mentions the possi-
bility of providing users with training on Al it is unclear what this means
in practice and in terms of sustainable public funding.”*

On one hand, the proposal mainly refers to obligations for users and
providers of Al systems. Here, it could be argued that there should be
clearer rights for students that suffer harms because of the illegal or un-
ethical use of Al. The proposal delegates all enforcement responsibilities
to the competent authorities who can impose financial penalties and,
potentially demand a noncompliant Al system to be withdrawn from
the market.” It does not create any specific legal right to bring a claim
against a provider or user for failures under the proposed law. Further-
more, the proposal does not enable an individual affected by Al practices
to lodge a complaint and seek redress from a court or authority which is
an especially relevant enforcement mechanism in an age where regulators
have often been reluctant stand up to big technology firms (think: Max
Schrems). There are no collective action mechanisms like there are in the
GDPR.* It is also worth mentioning the proposal does not create the
kinds of substantive rights for individuals such as those found in Chapter

III of the GDPR (“Rights of the data subject”).

6 Teresa Cerratto Pargman, Cormac McGrath, Mapping the Ethics of Learning Analytics
in Higher Education: A Systematic Literature Review of Empirical Research, 1 Journal of
Learning Analytics 17 (2021).

70 European Trade Union Committee for Education, ETUCE Position on the EU Regula-
tion on Artificial Intelligence (June 2021), https://www.csee-etuce.org/en/resources/state-
ments/4456-ctuce-position-on-the-eu-regulation-on-artificial-intelligence-june-2021:%20
Liane%20Casc%20 Western.

7L 1d.

72 1d.

73 Al Regulation Article 65(2), Article 71.

74 GDPR, Article 80.
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On the other hand, there exists many other laws where students can
enforce their rights and complain against Al practices such as under
non-discrimination laws, the GDPR, product legislation, tort law. Fur-
thermore, the European Commission is expected to publish a draft lia-
bility framework for Al systems which could potentially strengthen the
rights of individuals who are adversely impacted by Al systems. As such,
it may be that the core idea behind the proposal is to enforce existing
remedies rather than create new ones. This proposition is supported by
reference to Article 64 which provides detailed rules for access to data and
documentation by national public authorities or bodies which supervise
or enforce the respect of obligations under Union law protecting funda-
mental rights.

5.3  When it comes to governance and oversight, who
is doing what (when, and at what level?)

When it comes to governance and oversight, questions arise concerning
who is doing what (when, and at what level?). The governance struc-
ture of the proposed Al Regulation involves a European as well as a na-
tional level. At the European level, with the European Commission act-
ing as Secretariat, there exists the European Artificial Intelligence Board
(EAIB), as well as the Expert Group (in planning).”> The EAIB is tasked
with collecting and sharing expertise and best practices among Member
States; contributing to uniform administrative practices in the Member
States; and issuing opinions, recommendations or written contributions
on matters related to the implementation of the Regulation.”®

At the national level, Member States have an important role in the ap-
plication and enforcement of the proposal. Importantly, Member States
must designate National Competent Authorities (NCA) to ensure the
application of the law. Under the ambit of NCA is the National Su-
pervisory Authority, Notifying Authority, and the Market Surveillance
Authority (MSA).”” The National Supervisory Authority is the authority
to which a Member State assigns the responsibility for the implemen-
tation and application of the Regulation, for coordinating the activities
entrusted to that Member State, for acting as the single contact point

7> Al Regulation, Article 56-58.
76 Al Regulation, Article 58.
77" Al Regulation, Article 3(43).
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for the Commission, and for representing the Member State at the Eu-
ropean Artificial Intelligence Board.”® Notifying authorities are respon-
sible for setting up and carrying out the necessary procedures for the as-
sessment, designation, and notification of conformity assessment bodies
and for their monitoring.”” The MSA is tasked with monitoring market
activities, informing national authorities of breach of obligations, and
performing activities and taking measures pursuant to Regulation (EU)
2019/1020.%° Additionally, there are the Conformity Assessment Bodies
that apply for notification and as a result become a notified body tasked
with performing conformity assessments, testing, certification and in-
spection.®!

These national competent authorities will have a key role for embed-
ded AT as well as Al that relies on biometric data like Facial Recognition
Technology (FRT) since these types of Al require third-party conformity
assessments as well as conduct post market surveillance. It appears that
the Commission would like to rely on supervisory bodies that have al-
ready been designated in accordance with other relevant Union harmo-
nization legislation wherever possible. For example, most Member States
have a body that regulates automobiles: now that body would be tasked
with checking the Al in a car before giving a CE mark for the entire prod-
uct. It will be harder to locate notified bodies for the new self-standing
AI®? categories like those that exist in the Ed Tech sector. Here, it appears
that a Member State can opt for a sectoral approach (e.g., have its labor
agency review Al tools for human resources or have its financial authority
review Al tools for finance). Alternatively, it could take a more omnibus,
“one stop shop” approach, delegating most tasks to a body like the Mem-
ber State’s DPA. It is unclear which national authority will represent each
Member State in the European Artificial Intelligence Board (if the Mem-
ber State takes a sectoral approach), although European Data Protection
Board and European Data Protection Supervisor are already calling for

78 Al Regulation, Article 3(42).

79" Al Regulation, Article 3(19).

80" AT Regulation, Article 3(26).

81" AT Regulation, Article 33.

Self-standing Al systems can be contrasted with systems that are implemented into
other products like AT embedded into autonomous cars or smart toys.
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DPAs to be designated as national supervisory authorities pursuant to
Article 59 of the Proposal.®?

Most Ed Tech will fall outside of high-risk Al and therefore not be
subject to oversight under the Regulation. However, Ed Tech that uti-
lizes biometric data will constitute high risk Al and therefore be subject
to third party conformity assessment, at least where harmonised stand-
ards or common specifications have not been applied. It is unclear what
Member State agency will be tasked with conducting the conformity
assessment, but it is likely to be the DPA. Ed Tech that is used to as-
sess students® or determine access to education® will be able to rely on
conformity assessment procedure based on internal control (detailed in
Annex VI), which does not require any involvement from a notified body
but is nevertheless subject to post-market surveillance by the national
competent authority(s).

With many different actors in the space working in different locations,
times frames and with possibly different information, it is easy to imagine
a lack of coordination, particularly where it concerns the monitoring of
risk. This is especially true given the fact the supply chain of Al products
and services is increasingly complex, distributed, and diverse.®® The in-
creased complexity of the supply of Al-based Ed Tech may make it harder
not only for those participants acting within the supply chain to manage
responsibility, as well as risk, more broadly, but also for external parties
with monitoring and oversight duties.®”

There is also a question about whether there is sufficient expertise and
resources for monitoring and assessing at the national level. If expertise
and resources are lacking, this may prohibit the adoption of swift qualifi-
cation procedures which could have a major impact on the development

85 European Data Protection Board, EDPB ¢ EDPS Call for Ban on Use of Al for Auto-
mated Recognition of Human Features in Publicly Accessible Spaces, and Some Other Uses
of AI that Can Lead to Unfair Discrimination (21 June 2021), https://edpb.europa.eu/
news/news/2021/edpb-edps-call-ban-use-ai-automated-recognition-human-features-pub-
licly-accessible_en.

84 Al Regulation, Annex I11(3)(b).

8 Al Regulation, Annex III(3)(a).

86 Perri Helo, Yuqiuge Hao, Artificial Intelligence in Operations Management and Supply
Chain Management: An Exploratory Case Study, Production Planning & Control (2021).
87 Slinger Jansen, Sjaak Brinkkemper, Anthony Finkelstein, Providing Transparency in the
Business of Software: A Modeling Technique for Software Supply Networks, In: Establishing
the Foundation of Collaborative Networks (Camarinha-Matos L.M., Afsarmanesh H.,
Novais P, Analide C. (eds)) (Springer, Boston, MA. 2007).
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of Al within the EU. The possibly overlapping nature of these new Al
regulatory bodies with DPAs may also cause confusion, and potentially
undermine the authority of these bodies. Where it concerns the HE, the
role of educational trade unions is unclear.®® It is also unclear whether
there will be boards similar to institutional review boards (IRB) that have
an oversight role where it concerns the use of Al in HE.

5.4 Do the restrictions on biometric data go far enough?®

There is a question concerning whether the EU’s proposal is sufhicient
to mitigate the potential abuse caused by technologies like FRT. There
is a substantial body of research that demonstrates that the use of FRT
technologies threatens marginalized communities.” Study after study
demonstrates that FRT is typically better at detecting light-skinned peo-
ple than dark-skinned people, and better at detecting men than wom-
en.”! This, of course, raises concerns that women or students of color
will disproportionately and unfairly bear the consequences of these tech-
nologies.”” Other groups at risk for discrimination by FRT technologies
include: students with accessibility needs; students with learning disabil-

8 European Trade Union Committee for Education, ETUCE Position on the EU Regula-
tion on Artificial Intelligence (June 2021), https://www.csee-etuce.org/en/resources/state-
ments/4456-etuce-position-on-the-eu-regulation-on-artificial-intelligence-june-2021:%20
Liane%20Case%20Western (explaining, “Education trade unions have a crucial role to
play to addressing the risks of Artificial Intelligence in education and bring the perspective
of Al users on the implementation of the regulation.”.

89 Part of this section is based on previous work: Forthcoming, Liane Colonna, Legal Im-
plications of Using Al as an Exam Invigilator, In 2020-2021 Nordic Yearbook — Law in
the Era of Artificial Intelligence (eds. Liane Colonna and Stanley Greenstein)(Stockholm,
The Swedish Law and Informatics Research Institute (IRI)).

% See e.g., Joy Buolamwini & Timnit Gebru, Gender Shades: Intersectional Accuracy Dispar-
ities in Commercial Gender Classification, PROCEEDINGS OF MACHINE LEARNING RESEARCH
(2018), http://proceedings.mlr.press/v81/buolamwinil8a.html (last accessed April 27,
2021).

91 Larry Hardesty, Study Finds Gender and Skin-Type Bias in Commercial Artificial-Intelli-
gence Systems, MIT NEws (February 11, 2018), http://news.mit.edu/2018/study-finds-gen-
der-skin-type-bias-artificial-intelligence-systems-0212 (last accessed April 27, 2021); Mer-
edith Whittaker et al., A7 Now Report 2018, Al NOW INSTITUTE, at 16 (December 2018)
citing Buolamwini & Gebru, 7d.

92 Nila Bala, 7he Danger of Facial Recognition in Our Children’s Classrooms, DUke L. &
TecH. Rev. 249, 250-58 (2020).
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ities, neurodivergence, and anxiety; low-income and rural students; and
transgender students.”

Bias can arise both because of technical and social aspects. Technical
biases arise from the way in which both hardware and software systems
are designed” and “reduce the performance of the algorithm, hindering
the achievement of its objective.””® A core technical reason for why FRT
technologies fail to identify people correctly is the use of training data
sets that, for example, do not include people of African descent.”

An additional problem is that Al is often seen as neutral and not sub-
ject to the biases of human beings.”” It is also the case that education is
seen as neutral instead of acknowledging that is related to the changing
socio-cultural and political-economic context.”® Here, it is possible for
an algorithm to be highly accurate yet be biased from a social point of
view.” To put it differently, societal biases can be reproduced in an algo-
rithm.'% From an ethical and legal point of view, it can be argued that

9 Tyler Sonnemaker, Zech Companies Promised Schools an Easy Way to Detect Cheaters
During the Pandemic. Students Responded by Demanding Schools Stop Policing Them Like
Criminals in the First Place, INSIDER (November 1, 2020), http://www.businessinsider.
com/proctorio-silencing-critics-fueling-student-protests-against-surveilalnce-edtech-
schools-2020-102r=US&IR=T (last accessed April 27, 2021).

94 The Institute of Technological Ethics, Three Kinds of Bias in Computer Systems,
https://www.technologicalethics.org/three-kinds-of-bias (providing examples of techni-
cal bias such as “designers and programmers have a strong preference for one tool more
than other tools, even though some other tools may be better or more appropriate for
developing a product that will work better for achieving the purpose or end-goal as held
by the product owner.”)

95 Institut Montaigne, Algorithms: Please Mind the Bias! Report March 2020, http://
www.institutmontaigne.org/ressources/ pdfs/publications/algorithms-please-mind-bias. pdf.
% Jay D. Aronson, Computer Vision and Machine Learning for Human Rights Video Ana-
lysis: Case Studies, Possibilities, Concerns, and Limitations, 43 Law & Soc. INQuiry 1188,
1194-95 (2018).

7 Nila Bala, 7he Danger of Facial Recognition in Our Children’s Classrooms, DUKE L. &
TecH. Rev. 249, 250-58 (2020).

98 G. Biesta, Good Education in an Age of Measurement: On the Need to Reconnect with the
Question of Purpose in Education, 21 Educational Assessment, Evaluation and Account-
ability 33 (2009).

9 Institut Montaigne, Algorithms: Please Mind the Bias! Report March 2020, hep://
www.institutmontaigne.org/ressources/ pdfs/publications/algorithms-please-mind-bias. pdf.
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Al should not just be “bias preserving” but also capable of improving the
status quo.'!

Where it concerns HE, universities are increasingly relying on Al-based
FRT. For example, many universities have used FRT to authenticate re-
mote users that connect from offsite the campus as well as to identify
cheating and other dubious behavior throughout the online exam process
during the Covid 19 pandemic.'> The proposed Al Regulation makes
a sharp distinction between identification and verification techniques,
placing stricter rules on the former, and essentially placing Al used for
verification purposes outside the scope of high-risk Al all together.!* In
other words, if biometric data is processed for the purpose of verification,
which does not aim to uniquely identify a natural person, the processing
would not fall within the categorization of high-risk Al in Annex III
While the Council of Europe has explained that biometric verification
contains less risk than biometric identification because the utilization of
a database is not required, it certainly contains risk such as those to fun-
damental rights described above.!* Here, there is a question with the Al
Regulation goes far enough to address such concerns which will no doubt
be subject to great debate before the proposal becomes law.

101 Sandra Wachter, Brent Mittelstadt & Chris Russell, Bias Preservation in Machine
Learning: The Legality of Fairness Metrics Under EU Non-Discrimination Law, W. Va. L.
REv. (forthcoming 2021), http://papers.ssrn.com/sol3/papers.cfm?abstract_id=3792772.
192 Forthcoming, Liane Colonna, Legal Implications of Using Al as an Exam Invigila-
tor, In: 2020-2021 Nordic Yearbook — Law in the Era of Artificial Intelligence (eds.
Liane Colonna and Stanley Greenstein)(Stockholm, The Swedish Law and Informatics
Research Institute (IRI)).

103 14.

104" See Council of Europe, Progress Report on the Application of the Principles of Con-
vention 108 to the Collection and Processing of Biometric Data (Strasbourg: 2005),
and the updated Progress Report of 2013, T-PD(2013)06, https://rm.coe.int/progress-re-
port-on-the-application-of-the-principlesof-convention-108/1680744d81; see also E.J.
Kindt, Having Yes, Using No? About the New Legal Regime for Biometric Data, 34 Com-
puter Law and Security Review 523 (2018)(explaining, “The distinction between these
two functionalities, whereby identification requires a data-base with one or more data
records, is of key importance in the discussion and regulation of biometric data process-

ing.”).
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5.5 Interoperability — how is this regulation going to deal
with the global nature of Ed Tech?

The proposed Al Regulation is so far the most comprehensive and large-
scale legislative initiative to regulate Al that has been taken and it means
that the world is particularly focused on Brussels and the negotiations
taking place there. Certainly, the EU sees itself as a regulatory leader
where it concerns personal data protection, and it is no doubt follow-
ing along the same path where it concerns the regulation of AL'% That
said, it is unclear whether the proposed Al Regulation will have the same
global impact with this proposal as the GDPR, especially given the pro-
liferation of actors in the field already issuing soft law, hard law, and
self-regulatory initiatives. It is also unclear what the proposal will mean
for transatlantic Al partnerships and cooperation.

Many of the biggest Al firms are in the US and it remains to be seen
whether they will be willing to adapt to the new rules to enter the EU
market. While there is greater alignment in values between the demo-
cratic regimes of the US and the EU, than China, for example, and cer-
tainly some convergence where it concerns the regulation of Al (e.g.,
some US cities have already banned the use of FRT)!%, the US tends to
prefer a more sectoral, self-regulatory approach to technology regulation
with a consumer protection model of enforcement over the omnibus ap-
proach exemplified in the EU. It is likely that big tech firms that want to
sell their product or service in Europe will need to adjust their systems to
meet the regulatory burden, but smaller companies may simply decide to
the avoid the market all together.

Broadly, the term interoperability is “the ability of diverse systems and
organizations to work together.”!”” The meaning of interoperability has
expanded beyond its technical origins to include a diverse range of social,

105 See Lee A.Bygrave, The ‘Strasbourg Effect’ on data protection in light of the ‘Brussels
Effect’: Logic, mechanics and prospects, 40 Computer Law and Security Review 105460
(2021)(providing a detailed and critical overview of the “Brussels Effect” of EU data
protection law).

106 See Blake Montgomery, Facial Recognition Bans: Coming Soon to a City Near You, The
Daily Beast (July 31, 2019), hetp://www.thedailybeast.com/facial-recognition-bans-com-
ing-soon-to-a-city-near-you (last accessed April 27, 2021).

97 Hunton Privacy Blog, Interoperability: Facilitating the Global Flow of Data (14 June
2012) hteps://www.huntonprivacyblog.com/2012/06/articles/interoperability-facilitat-
ing-global-flow-data/.
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political, and legal frameworks.!*® In other words, while the development
of Al requires interoperability of information systems (e.g., codes and
architecture), it also requires the interoperability of legal systems. Inter-
operability can be seen as a tool to assist the growth of the digital econ-
omy, promote innovation, facilitate compliance for multinational firms
and strengthen fundamental rights protections for individuals around the
world.'® Svantesson has suggested that interoperability should be a pol-
icy aim of lawmakers “to the greatest degree possible.”!1

Where it concerns Ed Tech, there is a need for both sides of the Atlan-
tic to come together both on the development of the technology as well
as to create a shared market. This is, of course, easier said than done. The
27 EU member states have a hard time creating a single market so adding
the US to the mix most certainly adds complexity. On one hand, making
transnational entities choose between conflicting regulatory frameworks
is regretful at a time when promoting legal interoperability is critical to
support the development of Al applications in key sectors like education.
On the other hand, it is possible, in the long run, that the proposal will
lead to interoperability through the creation of a common legal, ethical,
and technical standards.

6  Conclusion

This paper has made some preliminary observations as well as offered
some critical perspectives concerning the way the proposed Al Regula-
tion addresses the educational context, particularly HE. It concludes that
the proposal represents a fundamental shift in approach towards the more
ethical use of Al in the HE, albeit one that suffers from certain defects

108 What is Interoperability?, Network Centric Operations Industry Consortium, https://
www.ncoic.org/technology/what_is_interoperability.

19 Hunton Privacy Blog, Interoperability: Facilitating the Global Flow of Data (14 June
2012) hteps://www.huntonprivacyblog.com/2012/06/articles/interoperability-facilitat-
ing-global-flow-data/.

"0 Dan Jerker B Svantesson, 7he Holy Trinity of Legal Fictions Undermining the Appli-
cation of Law to the Global Internet, 23 International Journal of Law and Information
Technology 219, 234 (2015)(stating, “(o)ur aim should be to create jurisdictional inter-
operability between the different domestic legal systems to the greatest degree possible...
by identifying any uniting features (of which there are many), and in seeking to iron
out inconsistencies and clashes, between domestic legal systems, both in substantive and
procedural rules, much can be achieved.”).
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that may undermine its ultimate effectiveness as a mechanism to ensure
accountable, transparent, and responsible Al. These defects include the
difficulty of understanding high-risk applications of Al in the Ed Tech
sector as well as a lack of focus on universities, students, and teachers
who ultimately employ and use the tools. When it comes to governance
and oversight, there are a multiplicity of actors at both the national and
EU level that possess different competences, interests, and capabilities.
This introduces complexity and possibly a lack of coordination that may
undermine effective governance. There is also a question about whether
there is sufficient expertise and resources for monitoring and assessment
at the national level. Furthermore, there is an issue concerning whether
the EU’s proposal is sufficient to mitigate the potential abuse caused by
technologies like FRT in the HE context. Finally, it is unclear how this
regulation will deal with the global nature of Al-based Ed Tech and pro-
mote legal interoperability in the realm of AL
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Means for Memo Matching (MMM):
A Study of Legal Informatics and
Language Technology

1 Project approach

1.1 Project team

This chapter is about the Means for Memo Matching (MMM) Project
and how it has enabled studies of legal informatics' and natural language
processing® in higher education’. Artificial intelligence (AI) tools have
been one attribute for promising results. The research has increasingly
been carried out over the last couple of years on an ad hoc basis at two
Stockholm university departments, namely the Law Department and the
Department of Computer and System Sciences.? It should be empha-

U Legal informatics is commonly understood as a technologically oriented intersection of
the research field Law & ICT (information and communication technology). For more
on that kind of approach, see Legal Management of Information Systems — Incorporating
Law in e-Solutions, Cecilia Magnusson Sjéberg (ed) (Studentlitteratur 2005). The other
field within this context is usually labelled (substantive) /CT Law and takes an interest in
how to interpret and apply law in digital environments, such as the internet. See further,
e.g., Rittsinformatik i det digitala informationssambiillet, Cecilia Magnusson Sjoberg (ed)
(Studentditteratur 2021). See also Cecilia Magnusson Sjoberg, ‘Legal Automation: Al in
Law revisited’” in Marcelo Corrales, Mark Fenwick and Helena Haapio (eds), Legal Tech,
Smart Contracts and Blockchain (Springer 2019) pp. 173-187.

2 Natural language processing is an area of research and a set of methods and technologies
for processing human language with computers.

3 'This refers primarily to university education.

4 List of participants: Cecilia Magnusson Sjoberg, Stockholm University, LL.D., Professor
of Law & Informatics, Subject director, Rebecka Weegar, Stockholm University PhD, Lec-
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sised that the text here presented is merely a beginning of forthcoming
research in this environment. More precisely the notion of MMM works
as a trigger of investigations into the interplay of various kinds of match-
ing of legal texts such as machine grading versus manual grading etc. So,
in this project legal and computer science researchers collaborate on the
question if the grading of a short-written assignment in higher education
can be fully or partly automated with the use of Al (artificial intelligence)
tools. The legal researchers in the project have an approach based in legal
informatics. The computer scientists mainly draw on expertise from the
field of language technology.

A good project team is essential in many aspects. The current MMM
Project is an example thereof. In this context, the research requires an
understanding of the interplay between law, language, and technology. In
the MMM Project, emphasis is mainly placed on methodological issues,
but knowledge of facts and other substantive matters is also taken into
consideration. Examples of substantive issues include basic information
about the normative hierarchy of legal sources such as constitutional laws
and (decided) court cases as well as linguistic classification systems. In
other words, a mix of skills is needed in a project of this kind, and these
skills must in its turn be inserted and integrated into the analysis. For in-
stance, it can be noted that the MMM Project team includes both junior
and senior researchers.

1.2 Starting points

One initial and major assumption in the MMM Project is that grading
at universities can under certain circumstances be performed wholly or
partially automatically. This implies that full automation is not a goal. A
second assumption is that the generic and multifaceted notion of grad-
ing needs to be specified. Thirdly, we assume that A/-based solutions are
promising in learning analytics.

The setting of this study has as mentioned above been the Law pro-
gramme at the Department of Law, Stockholm University, in collabo-
ration with the Department of Computer and Systems Sciences (DSV).
The test material is a compulsory short written assignment (one page
memo, see Annex 1 for more details on the writing instructions) in which

turer at Department of Computer and System Sciences, Johan Rosell, Stockholm Univer-
sity, Research assistant.
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students have to discuss the General Data Protection Regulation® from
a methodological point of view. To be a bit more precise major grading
features are (a) facts, i.e. how well a student is able to relate to adequate
data in the current situation. Next step is (b) focus, i.e. the ability to ap-
ply an analytical approach. Finally (c) form is relevant, i.e. professional
document management.

The students primarily concerned are those taking today’s mandatory
course ‘Rittsinformatik’ (Legal informatics) during the fourth year of the
Law programme at Stockholm University. More information on relevant
parts of the syllabus, etc., will follow below. It is important however,
already here to note that the course in question reflects also in general
terms how Law & information and Communication Technology (ICT),
since the beginning of the 1980s, has played an important role at Stock-
holm University, not only within legal education but also in teaching
for instance tech students.® Other components currently include digital-
isation and internationalisation in the light of privacy and data protec-
tion, automatic and autonomous decision-making and legal aspects of
information security. Letting law play a proactive role, instead of merely
functioning as a reactive conflict-solving mechanism when things have
already gone wrong, is a critical success factor.

Common denominators within the MMM Project are grading and
graders. In this context it is important to note that the grading of the
mandatory task of completing a written assignment — a methodologically
oriented memo — on the topic General Data Protection Regulation is not
equivalent to the more differential grading scale used in the students’
final course grades. Instead, students receive feedback in the form ‘fail’,
‘good’ or ‘very good’. In order to receive a final course grade, the require-
ment is a passing grade (‘good” or ‘very good’). The more fine-grained
categorisation is made so as to reflect the structure of the final exam.
When it comes to graders, there are a variety of set-ups. Graders can be
more or less qualified, interested in the topic area, pedagogically skilled,
etc. In the MMM Project, we included one senior grader and one junior
grader. To conclude, there is a major distinction to be made between

> Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data
and on the free movement of such data and repealing Directive 95/46/EC (General Data
Protection Regulation), commonly referred to as the GDPR.

¢ For such an approach see, e.g., IT Law for IT Professionals — an Introduction, Cecilia
Magnusson Sjéberg (ed) (Studentlitteratur 2005).
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grading of the one-page written assignment on the one hand and the
final general course grade on the other. As long as a student pass the
written assignment the result will not have any particular impact on the
final course grade as such which is given on the scale “AB”, “BA”, “B”, or
“underkind”/“fail”.

A project of this kind can easily become comprehensive when it comes
to data collection, processing, and management. For an overview, see
parts of the Memo corpus in Annex (B).” For reasons that we will de-
scribe below, we chose to delimit the primary scope to only ‘fail’ in cer-
tain parts of the study. A consequence of this delimitation was a need for
‘fail’ features that became a task in itself within the project.

1.3 Structure of contents

The contents of this chapter are structured in the following way. The text
begins with the project approach described in terms of how the project
team was composed as regards scientific skills and seniority. Points of
departure are then conventionally expressed as hypotheses to be verified
or falsified. The part that reports on project activities is vital for the study.
From a legal point of view, an overview of the legal framework is also
crucial. The concluding remarks will probably be of greatest interest to
the reader. In addition, there is some documentation to be found in the
annexes. References are naturally listed in footnotes.

2 Project activities

2.1 Research set-up and the data used in the study

Given the fact that this book chapter is quite atypical contributing to the
legal domain in a digital setting rather than in the traditional theoretical
dogmatic format. This is the overall explanation why conditions and out-
come of the studies are presented in a seemingly abstract format way of
notes rather than full sentences in the traditional way. General aspects of
the included studies are thus listed as a next step.

7 On this kind of research, see for instance Cecilia Magnusson Sjéberg, Critical Factors
in Legal Document Management: A Study of Standardised Markup Languages. The Corpus
Legis Project (Jure 1998).
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Included MMM studies — general aspects

Memos were generated each semester (approx. 200-250)
Project Manager: study outline (design)

Manual grading Grader 1 and Grader 2

Pilot study 1A Memos 1-24

Pilot study 1B Memos 25-49

These memos were graded separately and then jointly

Manual grading Grader 1 and Grader 2

Major study 2 Memos 50-499

Grader 1 Memo 50-274

Grader 2 Memo 275-499

Graded separately

Grades were not negotiated in the major study.

In summary, when using the machine with training and validation
data, the researchers used:

— 432 (450 - 18) memos in the range 50—499.

— Five extra memos graded ‘fail’ were added (to increase the num-
ber of memos in that particular dataset).

— the 49 memos from the pilot study.

For the purpose of use as test data, the grading of 18 memos (the
ones divisible by 25) were extracted, see above.

Pilot studies (1)

1A Memos 1-24 (= 24)

All 24 memos were first graded separately by two graders (without any
prior discussion).

Grades were negotiated for the purpose of future consistency in grad-

ing.

1B  Memos 25-49 (= 25)

All 25 memos were graded separately (there was some synchronization
between the two graders from pilot study 1A).

Grades were negotiated for the purpose of future consistency in grad-

ing.
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Major study (2)
2

Memos 50499 (= 450) plus 5 additional memos graded ‘fail’ and the
49 memos from the pilot study, i.e., in total 450 + 5 + 49 = 505 memos
Multiple applications were run.

274 were graded by Grader 1 and memos 275-499 were graded by
Grader 2. Note that there was some synchronization between the two
graders from pilot studies 1A and 1B.

— 49 (randomly selected) memos from within the range 275-499 were
also graded by Grader 1, to be used for consistency between the two
graders in the major study. These 49 memos were used as the validation
dataset.

— The results of the grading of 18 memos (every 25" in the range 50—
499) were retained by the graders for use as test data in the comparison
between ‘man’ (grader) and ‘machine’ (algorithm) as a final test dataset.
The other results of the grading (432 memos) were used as training
and validation data. As mentioned, there was some synchronization
between graders from pilot studies 1A and 1B.

The following observations appear to be of particular interest within the
MMM Project. To begin with, the end result including the classifier is in
itself interesting. The classifier can simplified be described as the machine
generated classification “model”, based on training data, for sorting writ-
ten assignments into the categories ‘fail’ or ‘pass’ respectively. We have
also noted a co-existing consistency as well as discrepancy among junior
and senior graders. This applies also internally with regard to each indi-
vidual grader’s consistency with himself/herself. Furthermore, there are
potentials associated with a combinational approach (human beings and
Al: training data, validation data and test data). Mention should also
be made of the impact of negotiations among graders), e.g. in terms of
unwanted vagueness.
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2.2 Narrowing down the scope of the analysis

One task that emerged during the study was a need to limit the scope
of the analysis to only two output categories® (fail/pass) instead of three
(fail/good/very good). From the start, there was a relatively clear distinc-
tion between ‘fail’ on the one hand and ‘good’/‘very good’ on the other
for both the human graders and the machine learning (ML) classifier.
However, the distinctions within the category ‘good/very good’ were
much vaguer. Therefore, the decision was made to focus on he fail’ as-
sessments and underlying fail’ features. This has surely had some impact
on the end results, but the authors believe the delimitation was justified.

To illustrate the concept, a few ‘fail” features identified by the graders
and later used by the ML classifier are listed below. The left-hand side
shows what might be referred to as features that should be included in a
memo, and on the right-hand side, a few features that should be excluded
from a memo are mentioned.

‘Fail’ features

Should be included in text Should be excluded from text
e Sufficient number of words # Checklists

©  Comprehensiveness # Grammatical mistakes
* DParagraphs # DPlagiarism

© Readability
 Editing language

° English
* References

o Articles

°  Governing frameworks
* Important concepts

o Controller

© Data subject

° GDPR

©  Privacy

8 In section 4 these are called “labels”. The terms output categories and “labels” can be
used interchangeably.
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3  Legal framework

The legal framework surrounding the project primarily in terms of ap-
plicable rules and regulations consists of a multitude of smaller parts.
Here it is important to emphasize that the MMM Project is more or
less completely methodologically oriented. The next stage in the work
will however broaden the analysis (scope) towards substantive (material)
law. The overall ambition has therefore been to review and ensure legal
compliance, rather than to perform in-depth analyses of the law in force.
Such exercises can already be found in the legal doctrine addressing the
legal implications of information and communication technologies. In-
stead, at this stage of the MMM Project primary concern has been that
personal data was processed in accordance with the General Data Pro-
tection Regulation, as there is no doubt that the MMM Project involves
personal data processing that falls within the scope of the GDPR.

The kind of provisions that need to be taken into consideration can be
exemplified by governing legal definitions (Article 4) and the important
distinction between anonymisation (where the General Data Protection
Regulation does not apply) and pseudonymisation (where the General
Data Protection Regulation does apply). Further, there are general data
protection principles (Article 5) that must be adhered to, such as law-
fulness, fairness, and transparency. Of utmost importance is the require-
ment that the so-called controller has a legal ground for the processing,
e.g., the data subject’s consent, making processing lawful (Article 6). The
information duties (Articles 12—15) can in practice be quite burdensome,
as they comprise both information to be provided upon the initiative of
the controller and also upon the request of the data subject (Articles 12—
15). Applied automated decisions, including profiling, are another aspect
of the algorithms and associated models in the project (Article 22). At-
tention should also be paid to legal system development (Article 25), i.e.,
data protection by design and by default. For further reflections concern-
ing for instance fulfilment of information duties, see the annexes.

Another regulation of great importance is the European Commission’s
proposal COM(2021) 206 final, for a Regulation of the European Par-
liament and of the Council laying down harmonised rules on artificial
intelligence and amending certain Union legislative acts. As an example,
mention could be made of the 44 legal definitions laid down in Article 3
of the proposal, comprising for instance the following concepts relevant
to artificial intelligence (AI):
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(29) ‘training data’ means data used for training an Al system through fit-
ting its learnable parameters, including the weights of a neural network;

(30) ‘validation data’ means data used for providing an evaluation of the
trained Al system and for tuning its non-learnable parameters and its learn-
ing process, among other things, in order to prevent overfitting; whereas the
validation dataset can be a separate dataset or part of the training dataset,
either as a fixed or variable split;

(31) ‘testing data’ means data used for providing an independent evaluation
of the trained and validated Al system in order to confirm the expected
performance of that system before its placing on the market or putting into
service;

In addition to data protection regulation and a compliance check with
the proposed Al regulation, there is quite a lot of legislation that one must
be aware of and comply with when the setting is the public sector. This
is the case in the MMM Project: in Sweden publicly funded universities
are government agencies (myndigheter). This means that the automated
grading in the MMM project should be compliant with both general and
special administrative law governing teaching activities, including exami-
nation measures of different kinds (such as those included in the MMM
Project). Fundamental principles of openness capturing transparency” vs.
secrecy (confidentiality) are also to be considered during system design,
development, implementation, and management. From a legal point of
view, legal digital archives that are synchronised with daily information
flows are also on the regulatory wish list.

Last, but not the least, ezhical considerations must be made. It is impor-
tant to let ethical vetting and similar measures play a separate role, so as
not to be directly incorporated as law (generally speaking).

4 Machine learning approach

The topic of the MMM study is the automatic scoring of written assign-
ments or essays'’, which falls within the research area of natural language
processing. Natural language processing is a subfield of artificial intelli-

% Regarding this interplay, see Cecilia Magnusson Sjéberg, ‘Legal Al from a Privacy Point
of View: Data Protection and Transparency in Focus’ in Sonya Petersson (ed), Digital Hu-
man Sciences (Stockholm University Press 2021) DOI: https://doi.org/10.16993/bbk.h.

10" AES is an acronym for automated essay scoring.
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gence that concerns automatic processing of spoken and written human
language.

Often, some kind of machine learning is used for automatic essay scor-
ing!!. Machine learning (ML), another subfield of A, can be used as a
tool to accomplish a wide array of tasks involving data, and the goal is
often to train a classifier to mimic the behaviour of an expert in some
field. This can be accomplished by applying a learning algorithm to ex-
amples labelled by an expert. In the case described here, the expert is
the grader, the task is assessment of student texts, and the data are texts
written by students, with associated feedback labels: ‘pass’ or ‘fail’. The
result of the training is a classifier adapted to assessing student texts that
are similar, but not identical (this would be plagiarism, for which there
are other tools for discovery), to those in the training data. In this case,
the classifier is adapted for the particular student assignment described
in this study.

4.1 Text features

When applying machine learning to assessment of students’ assignments,
it is important to consider how to represent the students’ texts. One main
component is of course the contents of each text: the words that the stu-
dent has used. However, there are also other characteristics of a text that
can influence the assessment or that can indicate the overall quality of the
text. Examples include the length of the text, the vocabulary, and any er-
rors in spelling or grammar. The characteristics selected to represent a text
are called fearures and the selection of features has a large impact on how
well a machine learning classifier can be trained to perform classification.

In this study, a number of different features have been included. They
include the ‘features of fail’ discussed in section 2.2, and also features that
describe the structure of a text, such as the number of paragraphs and
headings therein'? (see further Annex C).

T For a survey on notable AES systems, see: Semire Dikli, ‘An Overview of Automated
Scoring of Essays’ (2006) The Journal of Technology, Learning and Assessment 5.1. For
an overview of recent AES research, see Ke, Zixuan, and Vincent Ng, ‘Automated Essay
Scoring: A Survey of the State of the Art’ (2019) IJCAI vol. 19.

12 Three libraries were used to generate features, pyspellchecker by Peter Norvig (https://
norvig.com/spell-correct.html), language-tool-python (https://pypi.org/project/lan-
guage-tool-python/), and Natural Language Toolkit, see Steven Bird, Edward Loper and
Ewan Klein, Natural Language Processing with Python (O’Reilly Media Inc. 2009).
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4.2 OQutlier features

A majority of the students’ texts were similar in form and content, but
some texts had more unusual characteristics. We therefore included fea-
tures to identify texts that were significantly different from the ‘average’
text. For example, a majority of the texts consisted of around five para-
graphs, but a smaller number of texts consisted of either one long para-
graph or many, very short paragraphs, resembling a list. If the number of
paragraphs deviated significantly from the norm, information about this
was included as a binary feature'®. Other examples of features in this cat-
egory were unusually few references to articles in the General Data Pro-
tection Regulation and a text being unusually short. The total number of
outlier features for each text was also included as a feature.

These outliers were used to automatically generate feedback comments
which could be displayed either to a grader or directly to the student who
had handed in the text.

A feature that is useful in machine learning should correlate with the
target label, in this case the ‘pass’/‘fail’ assessment. The figure in Annex C
shows the correlation between a selection of the included features and the
‘fail’ label. In that figure, it can be noted that the ‘outlier features” have a
stronger correlation with the feedback label (‘pass’/‘fail’) than the origi-
nal features based on the number of occurrences of some characteristic.
For example, knowing the number of paragraphs is less informative than
knowing that the number of paragraphs is either very low or very high
compared with the average for all texts.

4.3 Training the classifier

To develop a classifier based on machine learning, a suitable dataset must
be selected. As mentioned in the examples of Al relevant concepts in
section 3, the dataset is usually divided into distinct parts. In this study,
a majority of the data were used for training and the remaining data were
used for validation and evaluation of the trained classifier.

A common strategy is to use a validation dataset during development,
for instance to select which features to include. An alternative (or com-
plementary) approach is to apply cross-validation. During cross-vali-
dation, the training data are further divided into smaller segments. A

13" A binary feature represents a characteristic that is either present in the text or not.
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model is trained on all but one of the segments and then evaluated on
the remaining data. This is repeated until all segments have been used for
evaluation. This method is suitable when limited training data are avail-
able, since it eliminates the need for a separate validation dataset. Here,
cross-validation was used to select and finetune the learning algorithms,
and to select which features to include. The best choices found during
cross-validation were evaluated against the validation data and the final
test dataset.

In all, 18 memo texts were set aside as a test dataset, 49 memo texts
were used for validation and the remaining 437 texts were used to train
the classifier. For the training data stemming from the pilot study, the ne-
gotiated grades (‘feedback’) of the two human graders were used as labels.
The remaining training data was only graded by one of the two graders
meaning that no negotiation was employed for labelling. The labels, ‘pass’
and ‘fail’, assigned by the graders were thus used as the ‘ground truth,
where the goal of training is for the classifier to be able to assign these
labels in a way that mimics the human labelling.

4.4  Evaluation and performance measures

Two important measures for evaluating the performance of a classifier
are recall and precision. When the task is to classify texts into assessment
categories, a high precision value for a category like ‘fail’ means that the
texts assigned to that specific category truly belong in that category. A
high recall means that the classifier correctly, and among all available
texts, identifies the texts that should belong in a specific category. Preci-
sion and recall values can range from 0 to 1, where 1 is a perfect score. A
recall of 1 for a category means that the classifier has correctly identified
all the texts in that category, while a recall of 0.5 means that the classifier
has missed half of the texts.

A good classifier should have high scores for both precision and recall,
but there is often a trade-off: when you increase precision, you might de-
crease recall and vice-versa. Imagine that we have a classifier that classifies
all assignments as ‘fail’. This corresponds to a recall of 1 for the label ‘fail:
every text that deserves the feedback ‘fail” will be labelled as ‘fail’, but the
precision would be low, as we would fail many students that deserve to
pass. On the other hand, if the classifier would only assign the feedback
‘fail’ to a single text deserving of that feedback, the classifier would have
perfect precision for the label fail, since no students that should pass
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would be failed. Yet, this would also result in many false negatives (stu-
dents that should have failed get a pass), meaning that recall would be
very low. While the ideal is that a classifier has both high precision and
recall, one of the measures can be prioritized over the other.

In this case, we were particularly interested in a high recall for the cat-
egory ‘fail’, as one goal was to correctly identify all the texts that lacked
some quality necessary to get a passing grade on subsequent assignments
in the course.

4.5 Agreement and Cohen’s kappa

Ideally, a classifier that has been trained for a specific task should agree
with human experts performing the same task. However, how well a
classifier can be expected to perform varies depending on the type and
complexity of the task. One way of estimating an upper bound for the
expected performance is to measure the agreement between two or more
experts on the same task. A well-defined task should yield a high level of
agreement, while a more complex or less well-defined task can result in
lower levels of agreement. A common way of measuring agreement be-
tween experts in text classification and automatic grading and assessment
is to use Cohen’s kappa, k!4, The maximum possible value for this meas-
urement is 1.0. Here, the texts in the validation data were graded by two
graders, independently, and the k for them was calculated to be 0.43%,
which indicates a certain level of agreement, but not complete agree-
ment. One of the graders assigned ‘fail’ as feedback to five texts in the
validation dataset, and the other grader assigned ‘fail” as feedback to seven
texts. In all, three texts were given the feedback ‘fail’ by both graders.

14 Cohen’s kappa, K, measures agreement between two assessments while adjusting
for chance agreement, see Jacob Cohen, A coefficient of agreement for nominal scales’
(1960) Educational and Psychological Measurement 20.1, 37-46.

15 For an interpretation of kappa scores, see J. Richard Landis and Gary G. Koch, “The
measurement of observer agreement for categorical data’ (1977) Biometrics, 159-174.
They denote a score between 0.41 and 0.6 as moderate agreement, and require a score of
at least 0.61 for substantial agreement.

369



Cecilia Magnusson Sjoberg & Rebecka Weegar
4.6  Partially automated grading

There were two main challenges in constructing a useful classifier for the
task described here. First, ‘fail’ was a minority class, meaning that there
were only a handful of texts (13%) that received a ‘fail” assessment in the
training data. Therefore, the learning algorithm had only a few instances
to learn from, making it difficult for it to determine which feature pat-
terns corresponded to a likely assessment of ‘fail’. Second, the manual
grading of the validation dataset showed a fairly low agreement between
the two graders. This means that some texts with similar characteristics
were possibly assigned contradictory labels in the training data.

For these two reasons, it was not expected that a classifier trained on
these data could fully replace an expert grader, which caused us to set a
second goal: to reduce the number of texts needing manual grading by
half. Such ‘partially automated grading’ could be achieved by letting the
classifier divide the texts into two groups: one group of texts with a high
probability of a passing grade and one group of texts with some probabil-
ity of a failing grade. Manual grading would only be needed for the group
with some probability of ‘fail’, while all other texts could automatically
be given a passing grade.

The classifiers were therefore used to rank all the texts in the test and
validation datasets, from highest to lowest probability of ‘fail’, the goal
being that all texts in the category ‘fail’ should end up in the top half of
the list, while the texts in the bottom half could be considered as passing.
This would be possible for a classifier that assigns a probability for each
text to belong to the class Fzil. Usually, if this probability exceeds 0.5,
the class Fail would be assigned by the classifier. Here, we lowered the
probability threshold until half of the texts were placed in the ‘possible
fail’ group. This can also be understood as increasing the threshold for
considering a text as belonging to the class Pass. Only texts with a very
high probability of belonging to the class Pass would be assigned to that
class by the classifier.
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4.7  Results of the automatic text assessment

Two different learning algorithms performed well during the cross-vali-
dation: Random Forest (RF) and Gaussian Naive Bayes (GNB)!°. These
final classifiers were evaluated against both the validation dataset and the
test dataset. The validation dataset consisted of 49 texts that had been
graded by two graders independently and the performance of the classi-
fication model was evaluated against both expert graders for both the RF
and the GNB classifiers. Cohen’s kappa values for the validation dataset
with both classifiers and both graders are shown in the table below:

Evaluation set: Kk, Random | x, Gaussian
Forest Naive Bayes

Validation set assessed by Grader 1 0.56 0.76

(49 instances)

Validation set assessed by Grader 2 0.46 0.56

(49 instances)

The 43 instances in the validation 0.79 0.84

set given the same feedback by both

graders

These numbers can be compared to the agreement value between Grader 1
and Grader 2 for the validation dataset, which was 0.43. In terms of «,
both classifiers agreed with each of the graders individually to a greater
degree than the graders agreed with each other.

When evaluating the classifiers on the subset of the validation dataset
where Grader 1 and Grader 2 had assigned the same grade (the last line in
the table), GNB achieved the highest agreement, 0.84. This dataset could
be considered as containing student texts which are ‘easier’ to grade, since
the borderline cases where the two graders disagreed were removed. Still,
this subset could also be considered a more reliable evaluation dataset, as
there were no disagreements regarding these texts.

Comparing the two classifiers in terms of precision and recall (here,
both are compared with Grader 2), the RF classifier had higher precision
overall, while the GNB classifier had higher recall overall. This means,
that while all texts that were classified as ‘fail’ by the Random Forest

16 Implementation from the Scikit-learn library: Pedregosa et a/., ‘Machine Learning in
Python’ (2011) Journal of Machine Learning Research 12, 2825-2830.
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classifier, were also labelled as ‘fail’ by Grader 2, less than half of the texts
that should have been classified as ‘fail’ were identified. The higher recall
of the GNB classifier, on the other hand, meant that the GNB classifier
was more suitable for identifying the texts that should be classified as
‘fail’ which corresponds with our goal: to identify all the texts that should
possibly be assessed as ‘fail”:

Precision Recall
Random Forest, Fail 1.00 0.43
Random Forest, Pass 0.91 1.00
Gaussian Naive Bayes, Fail 0.75 0.86
Gaussian Naive Bayes, Pass 0.98 0.95

For the final test dataset, consisting of 18 student texts graded by
Grader 1, both classifiers were applied again. This dataset had not been
available during the development of the classifiers and contained only
one text assessed as ‘fail’. When applying the classifiers to this dataset, the
RF classifier did not manage to correctly identify that text. However, it
was identified by the GNB classifier, which achieved a precision of 0.33
and a recall of 1.0 for the ‘fzi/” class and a precision of 1.0 and a recall of
0.88 for the ‘pass’ class.

The GNB classifier assigning the label ‘fail” to three of the texts in the
test set, with the text manually labelled as ‘fail’ being among those three
texts. If we could trust the classifier to produce the same quality of re-
sults in the future, it would be possible to manually review only the texts
classified as ‘fail’ by the GNB classifier, while automatically passing the
remaining texts. This would lead to a large reduction of manual work in
grading, as about 80% of the texts would be automatically labelled.

However, for the partially automated grading, discussed in section 4.6,
a threshold of 50% was set, where half of the texts would be automati-
cally labelled as ‘pass’, while the other half would be given manual feed-
back. This approach requires more manual work, but reduces the risk of
incorrectly labeling a text with ‘pass’. For this partially automated grad-
ing, both classifiers managed to correctly divide the texts in the validation
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dataset and in the test dataset so that only 50% would require manual
grading, with no ‘fail’ texts being missed. This corresponds to a ‘fail’ recall
of 1.0 for both classifiers and both datasets.

5  Concluding remarks

The MMM Project could briefly be described as a legally oriented text
analysis of grading assessments in higher education (HE). The text analy-
sis is based on language technology used for the purpose of classification
by means of machine learning. More precisely, the project is about means
for memo matching and enhanced equal treatment of students by auto-
mation, combined with individual manual feedback. The combination of
man (humans) and Al (here machine learning) proved to be important.”

The overall goal was to achieve accurate and efficient grading in a spe-
cific exam situation that could involve one or several grader(s). Consist-
ency was considered essential. Mention could here be made of a very
limited test in the pilot study that resulted in four consistent, manually
self-graded memos. Ultimately, there are two major categories of consist-
ent grading (Grader 1 to Grader 2, Grader X to machine) and one cate-
gory of consistent self-grading (Grader X to Grader X). (Here “Grader
X” stands for a grader that has not been specified as either Grader 1 or
Grader 2, the overall purpose being remaining anonymity.)

Along with the interplay of man and machine and issues of consist-
ency comes the role of negotiations within a framework that allows con-
sultation among graders. Diversified manual grading is another result of
the study. This implies that there is a considerable variety among human
graders, which in turn opens for unwanted vagueness and limitations
in foreseeability. A rather complicated outcome is when two seemingly
qualified graders make strikingly diverging assessments. For instance, in
this study, there was one memo assessed as ‘fail’ by one grader and as ‘very
good’ by another.

In a follow-up analysis, there were some indications of seniority among
graders as a critical factor for giving a passing grade to ‘odd’, but accept-

17 In total, 450 memos were included in the project. Initially, the assumption was that
half of the included memos would be graded completely automatically. Furthermore,
it was assumed that half of the included memos would require supplementary manual
assessment (based on a digital selection). However, conditions changed throughout the
pilot study (see above).
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able written assignments. With an outlook focusing on learning analyt-
ics and achieving progress within the project, the decision was made to
narrow down the scope of written assignments included. More precisely,
the perspective was shifted from a general approach to fail assessments and
features.

From an automatic grading perspective, the main result was that the
hypothesis that it would be possible to reduce manual grading by at least
50% was confirmed with both the validation dataset and the test dataset
using two different classifiers.

The outlier features were found to be particularly useful for classifica-
tion. For example, while a student text in this case should contain content
from the General Data Protection Regulation, too much overlap with the
GDPR could indicate that the student might not have added much con-
tent of their own. With a larger dataset, the classifier could be expected
to identify such a large-but-not-too-large overlap pattern. However, with
only few examples of this particular pattern, the simple fact that a text
diverges from the norm can be highly informative for classification. This
approach could be further developed for automatic grading in general.
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Annex (A). General Data Protection Regulation compliance
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Annex (A). General Data Protection Regulation compliance
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Annex (C) Correlations between features and

the ‘fail’ category

The correlation between the feedback ‘fail’ and each feature can be seen
in the last row. Nouns, verbs, numbers, pronouns and determiners repre-
sent how common each of these parts of speech is in each student text.
General Data Protection Regulation references correspond to the number
of references made to specific articles in the General Data Protection
Regulation and Vocabulary corresponds to the number of different words
used in each text. The remaining features are ‘outlier’ features, except
General Data Protection Regulation content, which shows a (weak) corre-
lation between getting a passing grade and a high degree of General Data
Protection Regulation content.

Misspellings -EH4Y 0.07-0.09-0.047 i
Grammar mistakes 0.9

8 i Kk 0.72 . . 0.6
L 00 ge8 f ).07[0% -0.24-0.07 RV PX}
Determiners —0.07 .08 1) L3 1.00 R .. 5 04-0.09-0.19-0.19-0.0 k
GDPR references —0.09-0.02 §F]-0.27-0.. 0 |08 5 i 5 0.3
Vocabulary —0.0 m
<500 words
<2 paragraphs
>10 paragraphs . 0.0
>9 headlines . 5 00 |0:24
<15 sentences 0 k 0924 1.00 2
GDPR content --0.13-0.16{"48-0. . . ) 00 0.5 0.0 --03
> 25% GDPR content . -0.22 X 00
Number outliers E .16- L .46 0.23 0.35 0.27 0.51 i
Feedback 0.10.:) B cFRE) 0.35 0.25 0.26 0.18 0.31 JXy i5 00 -_06
' v . .
[N T B « 0 L N S
g ¢ & 8 g 8 8 28 5L 855
= ® 3 £ 2 3 £ § 3 & &€ 8 £ § £ € %
v b =2 E £ L 2 5 5 32 8 5 o© 2
aQ 3 s E 7] T o & © b1 c o o ©°
g E 2 & 85 8§28 5§ 5<% g 3
&2 e 2 8 & a o
= g 8 g VS s % 4983 ¢
E 5 VA v 2 2
£ © &
5} ~
A

378



Santa Slokenberga

EU Regulatory Responses to Medical
Machine Learning in Pediatric
Care: A Missed Opportunity to

Overcome a Therapeutic Gap?

1  Introduction

The child’s right to health has the same four core components, as anyone
else’s right to health — availability, accessibility, acceptability, and quality
of medical care.! The right to health,” coupled with the right to enjoy
the benefits of scientific progress and its applications,® is supposed to
incentivize states to further the development of medical care and ensure
that children as a group, at least in theory, do not lag behind, and that
when the care is rendered available to children, it is of appropriate (and
proven) quality. Reality, however, can be rather different. For years, chil-
dren in general and different specific pediatric patient groups have been
marginalized by being subject to “adjusted”, more commonly known as

! See UN General Assembly, International Covenant on Economic, Social and Cultural
Rights ICESCR), 16 December 1966, United Nations, Treaty Series, vol. 993, p. 3, arti-
cle 12 and UN Committee on Economic, Social and Cultural Rights (CESCR), General
Comment No. 14: The Right to the Highest Attainable Standard of Health (Art. 12 of
the Covenant), 11 August 2000, E/C.12/2000/4, para. 12; UN General Assembly, Con-
vention on the Rights of the Child, 20 November 1989, United Nations, Treaty Series,
vol. 1577, p. 3, article 24 and UN Committee on the Rights of the Child (CRC), General
comment No. 15 (2013) on the right of the child to the enjoyment of the highest attain-
able standard of health (art. 24), 17 April 2013, CRC/C/GC/15, para. 112.

2 ICESCR (n. 1) article 12.

3 ICESCR (n. 1) article 15(1)(b).
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off-label, medical care. While it is not necessarily a synonym to substand-
ard care, quality concerns in off-label care are not foreign.?

Artificial intelligence (Al), including its subtype, machine learning
(ML), has been labelled as “the most transformative technology” of the
21st century,” and is commonly hailed as a potential cure for many of the
world’s grave problems. Al, and in particular its subtype, medical ma-
chine learning (MML) holds the potential to transform medical care in
general,é and pediatric medical care as its subset.” In addition to the tan-
gible benefits of improved care to particular patient groups, considerable
economic gain for the public health systems is forecasted.® Currently,
considerable research initiatives are being funded to further the availabil-
ity of high-quality medical care.” The pediatric patient population is one
of the potential beneficiaries of these advances. This benefit could take
place not only in terms of developing new and better diagnostic tools and
cures, but also in terms of moving beyond the long-existed practices of
adapting the adult patient studies and tailored outcomes for the pediat-
ric group or subgroups therein and adjusting the therapies to match the
medical needs of “smaller bodies”, at least with respect to medical devices.

4 See in that regard Santa Slokenberga, “The Standard of Care and Implications for Pae-
diatric Decision-Making: The Swedish Viewpoint’ in Clayton O Néill and others (eds),
Routledge Handbook of Global Health Rights (Routledge 2021).

5> Daniel Schonberger, Artificial Intelligence in Healthcare: A Critical Analysis of the
Legal and Ethical Implications’ (2019) 27 International Journal of Law and Information
Technology 171, 171.

¢ Although in medical care any of the mentioned techniques could be of relevance, often
ML is singled out as a technique of particular importance in healthcare. Danton S Char,
Nigam H Shah and David Magnus, Tmplementing Machine Learning in Health Care—
Addressing Ethical Challenges’ (2018) 378 The New England journal of medicine 981.
Jenna Wiens and others, ‘Do No Harm: A Roadmap for Responsible Machine Learning
for Health Care’ (2019) 25 Nature Medicine 1337. S Dolley, ‘Big Data Solution to Har-
nessing Unstructured Data in Healthcare’ [2015] IBM Report.

7 Keeley LaForme, ‘How Machine Learning Experts and Physicians at Johns Hopkins
All Children’s Are Working Toward a Hea' <https://www.hopkinsallchildrens.org/ACH-
News/General-News/How-Machine-Learning-Experts-and-Physicians-at-Joh> accessed
6 September 2021.

8 European Commission. Joint Research Centre. and E Gomez Gutierrez, ‘Artificial In-
telligence in Medicine and Healthcare: Applications, Availability and Societal Impact.’
(Publications Office 2020) 13 <https://data.europa.cu/doi/10.2760/047666> accessed
6 September 2021.

9 See section 3.
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While Al applications in medicine are already a clinical reality in mod-
ern medicine, its peak generally and in pediatric medicine specifically is
yet to be achieved. To enable the potential of MML to transform pedi-
atric medical care, adequate preconditions that further scientific research
in the field and lead to qualitative pediatric care need to be in place.
Member States of the EU are, to a considerable degree, preempted from
acting on their own in the field. The EU regulates two central elements
pertaining to pediatric MML — data protection and medical devices —,
and in a near future, it is expanding its regulatory grip to capture another
dimension, the artificial intelligence component. Thus, even if the Mem-
ber States had an interest in taking greater steps in the field, those steps
would need to be subordinated to the EU preemptive actions in the field.

This contribution aims to examine the legal preconditions for devel-
oping MML tools in pediatric medicine that are set forth within the
EU law. It begins by reflecting in greater detail on the Al and MML
potential to transform health care generally and pediatric care as a mar-
ginalized healthcare area specifically. Thereafter, it moves on to charter
key areas of EU law of relevance to the development of pediatric MML
devices. Finally, it synthesizes the findings and reflects on the EU legal
preconditions and the potential to overcome a gap in pediatric medical
care through advancing pediatric MML. I argue that considerable steps
have already been taken in order to ensure that qualitative MML medical
devices for pediatric care are placed on the market, but whether these will
lead to high-quality products in the field will depend on a number of
considerations, including the national application of the harmonized EU
requirements. I argue that none of the surveyed legal instruments, regu-
lating data protection, medical devices and Al, contribute to furthering
the development and availability of the devices directly and thus the EU
misses a chance to contribute to reducing the therapeutic gap in pediatric
medical care.
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2 Al MLL, medical care and
pediatric medicine

Al has been broadly defined as the “science and engineering of making
intelligent machines”.'® ML is a particular technique of data analytics.
It can be used to develop algorithms that can learn, identify patterns,
and act on the available data."! One central aspect of machine learning
is the availability of adequate data for the algorithm to learn without
being programmed to reach a particular conclusion. The learning may be
either supervised or unsupervised.'? In the former, humans label the data
used to train and validate an algorithm in advance, whereas in the latter
the algorithm learns patterns from unlabeled data.'® Depending on the
design, ML algorithms can be divided into two groups, the locked ones
that are unable to develop themselves further and the adaptive ones that
could continuously learn from data and optimize their performance.!*
The ability to learn from real-world use and experience and the capability
to improved ML performance has been highlighted as one of the greatest
benefits of the technology for the field of medicine."

Al applications in medicine are not a novelty. The initial efforts, that
date back to the 1960s, focused on diagnosis and selection of the most
appropriate therapy. A prime example of such technology is a comput-
er-based consultation technology in clinical therapeutics, the MYCIN
system developed in 1972 at Stanford University. This system was de-
veloped using clinical decision criteria acquired from experts to advise

10 “What Is AI? / Basic Questions” <http://jmc.stanford.edu/artificial-intelligence/what-
is-ai/> accessed 6 September 2021.

I Rohan Bhardwaj, Ankita R Nambiar and Debojyoti Dutta, ‘A Study of Machine
Learning in Healthcare’, 2017 IEEE 41st Annual Computer Software and Applications
Conference (COMPSAC) (2017) 237.

12 However, technically, more nuanced approaches exist, see Batta Mahesh, ‘Machine
Learning Algorithms-A Review’ (2020) 9 International Journal of Science and Research
381.

13 Mahesh (n. 12).

!4 Food and Drug Administration, ‘Proposed Regulatory Framework for Modifications
to Artificial Intelligence/Machine Learning (AI/ML)-Based Software as a Medical Device
(SaMD) - Discussion Paper and Request for Feedback’.

5 Food and Drug Administration, ‘Artificial Intelligence and Machine Learning in Soft-
ware as a Medical Device’ <https://www.fda.gov/medical-devices/software-medical-de-
vice-samd/artificial-intelligence-and-machine-learning-software-medical-device> accessed
4 October 2021.
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physicians concerning the antimicrobial therapy section.!® While this
particular system was never used in clinical care, it was one of those con-
tributing to furthering public interest in the field by the early 1980s,
along which followed commercial interest and funding for the field."”
However, similarly as in other fields, also in the field of medicine, Al
winter came, considerably affecting interest and slowing down the field.'8
Today, new applications and startups in the field emerge on a daily ba-
sis,'” in the aspiration to harness the benefits that the technology holds.

Building on the steady progress in the field, in the last decades, Al in
medicine, and in particular MML has considerably evolved. Researchers
are actively pursuing opportunities to realize the Al potential throughout
all aspects of care in order to enhance and improve patient care, for exam-
ple, through improved accuracy and efficiency of diagnostics, selection of
therapies and prediction of outcomes.?® There are high expectations that
the field will considerably accelerate and, while caution also exists, there
is considerable awareness of the importance of the technology in future
medical care.”!

Largely, Al applications in healthcare can be clustered in the following
three groups: predictive use, diagnostic use and clinical decision-making
aid. Predictive use of MML refers to setting a prognosis for an individual
patient. Diagnostic use of MML refers to, for example, the technology
assisting in arriving at the correct diagnosis for a particular patient. Clin-
ical decision-making aids of MML refers to e.g. determining the clinical
steps that need to be taken for an individual with a particular medical

16 Edward H Shortliffe and others, ‘Computer-Based Consultations in Clinical Thera-
peutics: Explanation and Rule Acquisition Capabilities of the MYCIN System’ (1975) 8
Computers and Biomedical Research 303.

17 Edward H Shortliffe, ‘Artificial Intelligence in Medicine: Weighing the Accomplish-
ments, Hype, and Promise’ (2019) 28 Yearbook of medical informatics 257.

18 Shortliffe (n. 17).

19 Nabile M Safdar, John D Banja and Carolyn C Meltzer, ‘Ethical Considerations in
Artificial Intelligence’ (2020) 122 European Journal of Radiology 108768.

20 Sudhen B Desai, Anuj Pareck and Matthew P Lungren, ‘Current and emerging artifi-
cial intelligence applications for pediatric interventional radiology’ (2021) Pediatr Radiol,
https://doi.org/10.1007/500247-021-05013-y.

2L Shortliffe (n. 17). Emily Shearer, Mildred Cho and David Magnus, ‘Chapter 23 - Reg-
ulatory, Social, Ethical, and Legal Issues of Artificial Intelligence in Medicine’ in Lei Xing,
Maryellen L Giger and James K Min (eds), Artificial Intelligence in Medicine (Academic
Press 2021) 458.
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condition, and its severity.?> All of these applications are of importance
to enhancing pediatric diagnostics, prognostics and care. In pediatric
medicine, many MML applications have already been explored, includ-
ing tools for prognosis, diagnosis, and therapy of pediatric critical care;*
pediatric radiology;?* airway management,”> and pediatric severe sepsis
prediction®.

The development of MML technology is complex and requires ac-
counting for a number of questions and challenges.”” One of the cen-
tral concerns is the availability of adequate training data.?® The aim of
selecting adequate data is to not only create software that functions for
its given purpose in different environments, and strikes an appropriate
balance between false positive and negative cases, but also to design it in
a way that it is capable of dealing with potential bias*” and that is able to
address unanticipated patient contexts (known as out of sample input).*
Admittedly, this is not a straightforward task.’! Challenges such as these
need to be tackled with due regard to the specificities of pediatric patients
as a group and different subgroups therein. Generally, this patient group

22 Fei Jiang and others ‘Artificial intelligence in healthcare: past, present and future’
(2017) 2 Stroke and Vascular Neurology, doi: 10.1136/svn-2017-000101.

% Jon B Williams, Debjit Ghosh and Randall C Wetzel, ‘Applying Machine Learning to
Pediatric Critical Care Data*’ (2018) 19 Pediatric Critical Care Medicine 599.

24 Michael M Moore and others, ‘Machine Learning Concepts, Concerns and Opportu-
nities for a Pediatric Radiologist’ (2019) 49 Pediatric Radiology 509.

% Clyde Matava and others, ‘Artificial Intelligence, Machine Learning and the Pediatric
Airway’ (2020) 30 Pediatric Anesthesia 264.

26 Sidney Le and others, ‘Pediatric Severe Sepsis Prediction Using Machine Learning’
(2019) 7 Frontiers in Pediatrics 413.

¥ For an overview see Robert Challen and others, ‘Artificial Intelligence, Bias and Clin-
ical Safety’ (2019) 28 BM]J Quality & Safety 231.

28 Challen and others (n. 27).

2 Learned biases formed on human-related data frequently resemble human-like biases
towards race, sex, religion, and many other common forms of discrimination. Daniel
James Fuchs, “The Dangers of Human-like Bias in Machine-Learning Algorithms’ (2018)
2 Missouri S&T’s Peer to Peer 1.

30 Kun-Hsing Yu and Isaac S Kohane, ‘Framing the Challenges of Artificial Intelligence
in Medicine’ (2019) 28 BM]J Quality & Safety 238. This, however, in itself might not be
sufficient to deal with the possible disease pattern changes. Model updating protocols are
suggested as means to tackle that challenge, see Sharon E Davis and others, ‘Calibration
Drift in Regression and Machine Learning Models for Acute Kidney Injury’ (2017) 24
Journal of the American Medical Informatics Association 1052.

31 Challen and others (n. 27).
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is diverse and complex.’? The different patient subgroups that the pedi-
atric group captures have different biological preconditions that must be
particularly considered when developing medical care, in addition to the
disease or condition-specificities and other factors that could have an im-
pact on the medical assessment and MLL device performance in pediatric
care. The considerations, such as these, shape the data selection criteria
(in addition to the common bias concerns, such as ethnicity, gender) for
the development of the MML technology and fragment the landscape of

available data.

3 General remarks on the EU regulatory

approach
The EU seeks to become a global leader in health-related Al applica-

tions.* Thus, it comes as no surprise that within the EU following the
aspiration set out in Article 179(1) TFEU to achieve a European research
area and to encouraging it to become more competitive, considerable
investments are made to realize the potential that AI and MML hold
for healthcare. Already in the IMI2 programme within the framework
of Horizon 2020% considerable focus was placed on the development
of new digital health solutions. This emphasis continues under the cur-
rent Horizon Europe programme.?> In parallel, considerable policy and
law-making work in the field has been done in order to tackle the chal-

32 See Kavot Zillén, Jameson Garland and Santa Slokenberga, “The Rights of Children
in Biomedicine: Challenges Posed by Scientific Advances and Uncertainties’ (Council of
Europe 2017).

3 Bruno Catteneo, ‘Being Smart about Our Health: How Artificial Intelligence Can
Help Transform Europe’s Health Sector’ (EU Science Hub - European Commission, 3 Feb-
ruary 2021) <https://ec.europa.eu/jrc/en/news/being-smart-about-our-health-how-artifi-
cial-intelligence-can-help-transform-europe-s-health-sector> accessed 6 September 2021.
34 “IMI Mission and Objectives’ (IMI Innovative Medicines Initiative) <htep://www.imi.
europa.cu/about-imi/mission-objectives> accessed 4 October 2021._‘History — the IMI
Story so Far’ (IMI Innovative Medicines Initiative) <http://www.imi.curopa.cu/about-imi/
history-imi-story-so-far> accessed 4 October 2021.

% Al is one of the cornerstones of the EU Innovative Health Initiative (new proposed
public-private partnership (PPP) under Horizon Europe), see The Innovative Health In-
itiative, ‘Strategic Research and Innovation Agenda’ <https://www.imi.europa.eu/sites/
default/files/uploads/documents/About-IMI/THI/THI_SRIA_DraftJune2021.pdf> ac-
cessed 4 October 2021. ‘EU to Set up New European Partnerships’ (European Commis-
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lenges and leash the potential that Al generally®® and Al in the health
field holds.?”

Realizing this EU aspiration for a competitive position in health-re-
lated Al and simultaneously furthering the Member States’ responsibility
regarding children’s health rights, that is, the right to health and the right
to benefit of scientific advances, as formulated by the UN in the ICE-
SCR, relates to several areas where the EU has legislative competencies.
Neither of them is sufficient in themselves for realizing the potential that
MML holds for pediatric medicine (i.e. lack of exclusive competence),
and complementary actions on the part of the Member States might be
needed. However, taken together, they capture key elements and conse-
quently preempt the Member States from the action in the field. Thus, a
careful navigation on the principle of conferral and the domain of shared
and complementary competence and an investigation of how it has been
exercised is necessary.

To begin with, the development of pediatric Al-based medical devices
requires the availability of a sufficient amount of appropriate health data.
As previously noted, the pediatric patient group is fragmented, and con-
sequently so is the pediatric data landscape. The current central frame-
work in that regard is the General Data Protection Regulation (GDPR).*
It sets out rules to safeguard the rights of natural persons, whilst also
ensuring free movement of personal data. In regard to scientific research,
considerable discussions have emerged regarding the GDPR’s potential
negative impact, e.g. data sharing hurdles that are now attributable to the

sion — European Commission) <https://ec.europa.eu/commission/presscorner/detail/en/
ip_21_702> accessed 4 October 2021.

% See, for example, ‘Expert Group on Al | Shaping Europe’s Digital Future’ <hteps://
digital-strategy.ec.europa.cu/en/policies/expert-group-ai> accessed 7 October 2021.

7 Recently, also the ethical and societal impacts of the Al in medicine and healthcare
technology have been chartered to inform policy-making Al Watch Artificial Intelligence
in Medicine and Healthcare: applications, availability and societal impact p. 13 European
Commission. Joint Research Centre., Artificial Intelligence in Medicine and Healthcare:
Applications, Availability and Societal Impact. (Publications Office 2020) 13 <https://data.
europa.eu/doi/10.2760/047666> accessed 4 October 2021.

38 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal data
and on the free movement of such data, and repealing Directive 95/46/EC (General Data
Protection Regulation) (Text with EEA relevance) OJ L 119, 4.5.2016, p. 1-88.
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GDPR.* In response to the challenges in the field and in order to realize
the potential that big data hold in the field of health and medical care,
the European Health Data Space is under the development. The Euro-
pean Commission has committed to present its proposal in the last quar-
ter of 2021,% thus at the moment of writing, it is uncertain whether and
to what extent it could heal the existing challenges. Additionally, within
the EU, stand-alone software for healthcare purposes could fall within
the scope of a definition of a medical device provided in Article 2(1) of
the Medical Devices Regulation (MDR).4! Consequently, it shall comply
with the detailed quality requirements prescribed by the regulation. Fi-
nally, the European Commission has put forward a proposal for regulat-
ing Al (proposed AIR).%? Thus, in a near future, once the proposed AIR
passes the legislative stage and enters into force also those requirements
will need to be followed.

4 GDPR and development of pediatric

Al tools
The development of AI/MLL medical devices intended for pediatric care

is a data-intensive activity. There are a number of data sources that can
cater to the need. For example, data may be obtained from research re-
positories, such as biobanks, or from the clinical or public health envi-
ronment, for example, electronic health records or public insurance data.
Data that may also be obtained non-clinically, for example, collected

3 See, for example, Santa Slokenberga, ‘Setting the Foundations: Individual Rights,
Public Interest, Scientific Research and Biobanking’ in Santa Slokenberga, Olga Tzortza-
tou and Jane Reichel (eds), GDPR and Biobanking: Individual Rights, Public Interest and
Research Regulation across Europe (Springer International Publishing 2021).

40 Vincent Draguet, ‘European Health Data Space’ (Public Health - European Commis-
sion, 18 September 2020) <https://ec.curopa.cu/health/ehealth/dataspace_en> accessed
4 October 2021.

41 Regulation (EU) 2017/745 of the European Parliament and of the Council of
5 April 2017 on medical devices, amending Directive 2001/83/EC, Regulation (EC)
No 178/2002 and Regulation (EC) No 1223/2009 and repealing Council Directives
90/385/EEC and 93/42/EEC (Text with EEA relevance) O] L 117, 5.5.2017, p. 1-175.
See Article 2(1) for the definition.

42 Proposal for a Regulation of the European Parliament and of the Council Laying
Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and
Amending Certain Union Legislative Acts COM/2021/206 final.
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from wearables or mobile devices and be used in the development of
MML devices.*?

The General Data Protection Regulation (GDPR) could be said to
have a rather complex relationship with the development of pediatric
MML tools. Generally, the GDPR per se is not a research regulatory
instrument.* However, it contains a research regime and prescribes par-
ticular rules that shall be followed when personal data are processed. The
development of MML devices for pediatric care in the EU commonly
will risk triggering the application of the GDPR, except for when an-
onymized data are used for the purpose.®> While there could be parts
of a study that could be performed, using anonymized data and thus
it would not trigger the application of the GDPR, there will be MML
research that is difficult to perform anonymously, in either full or in part.
Moreover, even if anonymity might seem an option, the degree of ano-
nymity could be an illusion.? In cases such as those, the application of
the GDPR is rather unavoidable.?’

The GDPR does not further any particular type of scientific research
in a direct way. However, at the same time, the development of pediatric
MML devices falls under the broader spectrum of public interest in the
area of public health.*® The domain of public interest, both separately
and within the area of scientific research, can be subject to further par-
ticularly lax requirements.?’ Thus, although the development of pediatric
MML devices is located within the general research regime, it has poten-
tial to benefit from the specific public interest rules.

In order for the development of a pediatric Al tool to take place, the
particular data processing activities underlying its development needs
to be regarded as lawful within the meaning of the GDPR. This entails
meeting the general requirement for a lawful basis for personal data pro-
cessing under Article 6(1) as well as the specific requirement in relation
to sensitive personal data, which includes health data, under Article 9(2).
Article 6(1) does not treat scientific research in any special way and thus,

4 Shearer, Cho and Magnus (n. 21) 459.

4 Slokenberga, ‘Setting the Foundations’ (n. 39) 17.

4 See Recital 26 and Article 2(1) GDPR.

46 Paul Ohm, ‘Broken Promises of Privacy: Responding to the Surprising Failure of An-
onymization’ (2009) 57 Ucla L. Rev. 1701.

47" See Article 2(1) GDPR.

48 Recital 159 GDPR.

4 See Slokenberga, ‘Setting the Foundations’ (n. 39) 11-27.
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the research activity needs to meet one of the general legal grounds, such
as consent or public interest, set forth in that provision. Article 9(2),
however, does treat scientific research specifically in Article 9(2)j, where
processing that is necessary for scientific research purposes is explicitly
mentioned as one of the exceptions to the general prohibition (Arti-
cle 9(1)) to process sensitive data This does not mean that other legal
grounds are irrelevant, especially, if the freedom that is afforded to the
Member States under Article 9(4) GDPR is accounted for. This provision
expressis verbis allows the Member States to maintain or introduce further
conditions, including limitations, with regard to the processing of ge-
netic data, biometric data or data concerning health. These further regu-
lations could theoretically be such that they treat pediatric Al research in
a special way if this treatment is shaped in line with the general principles
of EU law. However, a study carried out by the EU does not show that
thus far it has been used for that purpose.”

While the GDPR prescribes several alternative legal grounds that
could be used for the processing of personal data in developing MML
devices for pediatric patients, not all of them might be equally suitable
or desirable for the purpose. Generally, in the field of scientific research,
and in particular, in the aftermath of the WWII, the principle of in-
formed consent has been of paramount importance. While, as explicitly
illustrated by the GDPR rules, data-driven research has drifted from that
approach, informed consent is still commonly recognized as a safeguard
in processing personal data for research purposes, disregarding whether
it is used as legal basis for data processing.’’ The GDPR enables several
alternative legal basis for the processing of personal data, however, pref-
erence of another legal basis over consent could be regarded as sensitive
and in conflict with the sense of ownership that people could have about
their data, even if this sense of ownership is rather illusory.>* The tensions
that using other legal basis instead of consent is in conflict with the sense
of ownership people could have regarding their data (or responsibility for

% DG Health and Food Safety, ‘Assessment of the EU Member States’ Rules on Health
Data in the Light of GDPR’ (European Union 2021).

1 GDPR (n. 38) recital 33. See also Ciara Staunton, Santa Slokenberga and Deborah
Mascalzoni, “The GDPR and the Research Exemption: Considerations on the Necessary
Safeguards for Research Biobanks  (2019) 27 European Journal of Human Genetics 1159.
52 Santa Slokenberga, ‘You Can’t Put the Genie Back in the Bottle : On the Legal and
Conceptual Understanding of Genetic Privacy in the Era of Personal Data Protection in
Europe’ [2021] Biolaw Journal - Rivista di Biodiritto 223.
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their child’s data), and could be illustrated by such case as the Italy — IBM
Watson Health case and Google Health — NHS case, even though both
occurred pre-GDPR application period and one can question how these
cases would evolve had they occurred under the GDPR. Regarding the
former, it has been reported that detailed medical records of 61 million
Italian citizens have been provided to IBM Watson Health by the Italian
government.”> Among the concerns that have been highlighted is lack of
consent of the persons concerned.>* While the data scale was different in
the Google Health — NHS case, also this transfer brought along consider-
able questions regarding the collaboration, and lack of the data subjects’
control over the transfer through their consent.>

Further to the legal basis through which the development of MML
for pediatric care could be furthered, also other research-furthering legal
interventions are possible under the GDPR. One such is the derogation
from individual rights that the GDPR provides for the data subjects in
Chapter III. The extent of derogations will depend on a particular activ-
ity and circumstances surrounding the research. However, more generally
it could be said that the GDPR enables a two-level derogation avenue.*®
First, through the direct application of the individual rights provisions
that permit derogations through Article 89(1) GDPR, and secondly,
through national law or EU law that prescribes particular derogations in
accordance with Article 89(2) GDPR. While Article 89(2) in itself does
not explicitly enable the Member States or the EU to treat a particular
research field specifically, it could be done considering the discretion that
the Member States have under Article 9(4) GDPR, and in so far as it
is exercised in line with the fundamental principles of EU law. More-

53 ‘Detailed Medical Records of 61 Million Italian Citizens to Be given to IBM for Its
“Cognitive Computing” System Watson’ (PIA VPN Blog, 22 May 2017) <https://www.
privateinternetaccess.com/blog/detailed-medical-records-61-million-italian-citizens-giv-
en-ibm-cognitive-computing-system-watson/> accessed 4 October 2021.

5% Janos Meszaros, Marcelo Corrales Compagnucci and Timo Minssen, “The Interaction
of the Medical Device Regulation and the GDPR: Do European Rules on Privacy and
Scientific Research Impair the Safety & Performance of AI Medical Devices?” in Glenn I
Cohen and others (eds), 7he Future of Medical Device Regulation: Innovation and Protec-
tion (Cambridge University Press (available at Social Science Research Network) 2021)
<https://papers.ssrn.com/abstract=3808384> accessed 4 October 2021.

55 Julia Powles and Hal Hodson, ‘Google DeepMind and Healthcare in an Age of Algo-
rithms’ (2017) 7 Health and Technology 351.

56 Considering Article 23 GDPR derogations, a three-level avenue. Slokenberga, ‘Setting
the Foundations’ (n. 39).
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over, this freedom would also need to be considered accounting for other
circumstances, for example, Member State’s international commitments
and research regulatory traditions.

MML for pediatric care and public interest concept adds further nu-
ance and possibilities to further scientific research and development of
technology for this patient group.”” To begin with, already recital 159
GDPR indicates that research that is carried out in the field of public
health is in the public interest. As such, it could benefit from a particular
legal basis under Article 9(2) GDPR as well as other specific deroga-
tions that are prescribed in the GDPR. At the extreme, if the degree of
public interest reaches the level of an “important objective of general
public interest”, Article 23(1)(e) GDPR could be triggered, which ena-
bles far-reaching derogations from the GDPR rules. There are, however,
several challenges with the application of the public interest rule under
the GDPR. For example, there is a lack of detailed guidance on the con-
cept of public interest as well as on the threshold to measure and classify
the level of interest.”® It is thus uncertain not only what level of public
interest MML in pediatric medicine could trigger, but also whether all
MML in the field should be treated the same way, or pediatric MML,
given the challenges in pediatric medicine generally, could be subjected
to particular rules.>

5 Al in pediatric care and development
of medical devices

The Medical Devices Regulation (MDR) subjects any software intended
for the prediction or prognosis of a disease or monitoring of treatment,
to its requirements. Substantively, the regulation sets forth rules concern-
ing the placing on the market, making available on the market or putting
into service of MML pediatric devices.®! The EU does not claim any gen-
eral competence over the regulation of the clinical investigation of med-

57 However, as elsewhere has been noted, what public interest is not something that is
well-elaborated within the GDPR, see Slokenberga, ‘Setting the Foundations’ (n. 39).

58 Recital 73 affirms the wording of Article 23(1)(e) GDPR.

59 Meszaros, Corrales Compagnucci and Minssen (n. 54) 3.

% MDR (n. 41) article (1).

61 MDR (n. 41) article 1(1).
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ical devices.®? However, where a clinical investigation is carried out as
part of the clinical evaluation for conformity assessment purposes it shall
meet the requirements prescribed by the regulation.®® This could be said
to be a rather technical regulatory approach to hide a larger pre-empting
policy behind the EU’s teeth, as any software placed on the market, made
available on the market or put into service within the EU shall meet the
requirements set out in the 1'egulation.64 Thus, a medical device that does
not meet the prescribed requirements cannot be made available to the
users.®

As a starting point, a pediatric MML device shall meet the applicable
general safety and performance requirements.® Identification of the rele-
vant general safety and performance requirements that a particular MML
pediatric device shall meet under the MDR lies with the manufacturer.
Moreover, manufacturers shall also specify and justify the level of clini-
cal evidence that is necessary in order to verify whether they are met.”
Generally, any medical device shall be suitable for the intended purpose.
Moreover, the device shall be safe and effective and shall not compromise
the clinical condition or the safety of patients, healthcare personnel or
other persons. While the general requirements aspire to ensure a high
level of protection of health and safety, they also acknowledge that some
risks could be deemed acceptable when weighed against the benefits to
the patient.%

In addition to the general safety and performance requirements, other
requirements also apply, given the nature of a particular medical device.
While the regulation does not prescribe any particular requirements re-

62 Tt is defined as “any systematic investigation involving one or more human subjects,
undertaken to assess the safety or performance of a device”, MDR (n. 41) article 2(45).
6 MDR (n. 41) article 62(1).

64 'The application of the clinical investigation requirements is subjected to meeting at
least one of the further in the regulation specified applicability requirements in article
62(1) of the Regulation. Those are as follows: either 1) to establish and verify that the de-
vice in question achieves the performance intended as specified by its manufacturer, or 2)
to establish and verify the clinical benefits of a device as specified by its manufacturer, or
3) to establish and verify the clinical safety of the device and to determine any undesirable
side-effects, and assess whether they constitute acceptable risks when weighed against the
benefits to be achieved by the device.

% See MDR (n. 41) article 5.

% MDR (n. 41) article 5(2).

7 MDR (n. 41) article 61(1). For the requirements see annex I.

% See MDR (n. 41) annex I.
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garding medical devices containing a ML component specifically or Al
component generally, it sets relevant requirements that are applicable to
any software. Thus, for example, software, such as pediatric MML, shall
be designed to ensure repeatability, reliability and performance in line
with their intended use. Moreover, it shall be developed and manufac-
tured in accordance with the state of the art considering the principles
of the development life cycle, risk management, including information
security, verification and validation. The manufacturer shall also deter-
mine minimum requirements concerning hardware, I'T networks charac-
teristics and IT security measures. Finally, when software is intended to
be used in combination with mobile computing platforms, compatibility
requirements e.g. size and a contrast ration of a screen, as well as different
environments need to be accounted for.®”

The verification procedure of the requirements that MML pediatric
devices will need to meet under the MDR depends on the classification
of a particular device. The higher the risks associated with a particular
device vis-a-vis the human body,”® the higher the classification it has. The
regulation does not prescribe any particular requirements for the MML
devices intended for pediatric patients. The general requirements apply.
As derives from Rule 11 of Annex VIII of the Regulation, any software
that does not fall within a particular exception specified within this rule
shall be classified as a class I device.”! Exceptions are as follows. Software
that is intended to provide information that is used to make decisions
with diagnosis or therapeutic purposes is classified as class IIa device.
However, if such decisions have an impact that may cause death or an
irreversible deterioration of a person’s state of health, then the device shall
be classified as a class III device. In case such decisions have an impact
that may cause serious deterioration of a person’s state of health or sur-
gical intervention, then the device shall be classified as a class IIb device.
Generally, software that is intended to monitor physiological processes
is classified as class Ila; however, if it is intended for monitoring of vital
physiological parameters, where the nature of variations of those para-
meters is such that it could result in immediate danger to the patient, it
is classified as class IIb.

% MDR (n. 41) annex I, chapter II, section 17.
70 See MDR (n. 41) recital 58. See also annex VIII, chapter II, section 3.1.
71 See MDR (n. 41) article 51 and annex VII, rule 11.
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The classification particularly relates to different procedures for the
conformity assessment of the devices, and the degree of involvement of
the notified body in the assessment.”? Class I devices are associated with
a low level of vulnerability. Hence, the conformity assessment procedure
should be carried out under the sole responsibility of manufacturers.”
For class Ila, IIb and class IIT devices, a particular level of involvement
of a notified body is mandated.”* The involvement of a notified body
seeks to ensure that it has assessed the conformity to the applicable re-
quirements under the MDR; however, the modalities of the involvement
differ for different device classes and the MDR leaves some room for
choice regarding the exact procedure that is to be followed.”> One of the
key implications of a particular MML pediatric device falling beyond
class I is that it will be subject to a conformity assessment carried out by
a notified body. A successful assessment procedure results in a conform-
ity assessment certificate,”® attachment of a CE mark indicating that the
applicable requirements of the MDR are met.””

The degree of involvement of a notified body in the conformity as-
sessment procedure for class Ila, IIb and III devices depends on the mo-
dalities of the conformity assessment and particular audit requirements.
One central aspect in all assessments that are based on a quality manage-
ment system and assessment of technical documentation is audit.”® For
MML pediatric medical devices, this could include reviewing of input
data that are laying at the core of the devices. This raises such questions as
the existence of appropriate expertise of the notified bodies for carrying
out such a review.”” In addition to the necessary knowledge regarding a
particular medical application and condition in question, also particular
understanding of the pediatric patient group is necessary, along with an
understanding of the risks of bias in the respective group. Moreover, the
standard will be regarded as adequate in order to be considered as meet-

72 Choice of a notified body is addressed in article 42.

73 MDR (n. 41) recital 60.

74 MDR (n. 41) recital 60.

7> See MDR (n. 41) article 52 that sets out general rules on conformity assessment pro-
cedure.

76 MDR (n. 41) article 56.

77 MDR (n. 41) article 20.

78 See MDR (n. 41) annex IX.

79 Meszaros, Corrales Compagnucci and Minssen (n. 54) 3.
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ing the applicable requirements is also uncertain, and how it will differ
between different purposes in pediatric medicine.

6  How, if at all, the proposed Al Regulation
change the landscape?

Different MML approaches, including supervised, unsupervised and re-
inforcement learning, using a wide variety of methods including deep
learning, fall within the scope of the application of the proposed Al Reg-
ulation (AIR) as Al-systems.®’ Thus, any pediatric MML device is also
expected to trigger the application of the proposed AIR once it is passed
and enters into effect.

The proposed AIR neither enables nor facilitates a particular field of Al
application. It is a standard setter; and as such, it sets uniform principles
in the attempt to ensure safe and reliable Al systems within the EU.?! In
that regard, it creates a three-level risk regime. The Al systems that create
an unacceptable level of risk are prohibited. The Al systems that pose a
high-risk fall within a particular high-risk regime set forth within the
proposed AIR. The devices that fall within the low or minimal risk re-
gime fall under the general requirements prescribed within the proposed
AIR. The high-risk Al system regime captures those Al-systems that are
of importance for the functioning of the society, as well as individuals,
such as medical devices.®? This means that they are subjected to strength-
ened legal requirements, including regarding accuracy, robustness and
cybersecurity,*®® and the requirement if a human oversight.®4

As a general rule, any high risk devices, including pediatric MML devices
may only be placed on the market or put into service if the requirements

80 Proposal for a Regulation of the European Parliament and of the Council Laying
Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and
Amending Certain Union Legislative Acts COM/2021/206 final, annex III.

81 See proposed AIR (n. 80) recital 18 and article 1.

See proposed AIR (n. 80) article 6 in conjunction with annex II.

8 Proposed AIR (n. 80) article 15.

8% Proposed AIR (n. 80) article 14.

82
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that the proposed AIR prescribes are met.®> As previously noted, adequate
data is an essential precondition in developing MML pediatric devices.
The proposed AIR sets forth requirements for the training, validation
and testing data sets that are used in the development of pediatric MML
medical devices as high-risk Al systems. It requires that these data sets be
subject to “appropriate data governance and management practices”.%
The appropriateness is intended to include availability, quantity, as well as
suitability of the data sets for the intended products.?” The proposed AIR
sets forth further requirements for the data used in developing pediatric
MML medical devices. This means that the data sets that are used in the
development of a device shall be relevant, representative, free of errors and
complete, including with due regard to the specificities of a particular user
group.® Moreover, these data sets shall also account for the characteristics
or elements that are particular to the specific setting within which the
pediatric medical device is intended to be used.®” Thus, although the
proposed AIR sets forth a framework that aim to ensure that adequate
data sets are used for developing pediatric MML medical devices, what
adequate is will need to be assessed based on the state of the art, as well as
a particular case at hand. As the responsibility lies with the manufacturer,
divergences in the approaches for managing data can be foreseen that can
reflect in the technicalities and the performance of the device.

Similarly as for medical devices generally, also for Al-systems a tech-
nical documentation needs to be drawn up before a particular system is
placed on the market or put into service.”® For medical devices specif-

8 Proposed AIR (n. 80) article 19.1. Central requirements: an iterative risk manage-
ment system needs to be established, implemented and documented (article 9). In the
development, datasets that meet prescribed governance and management requirements
shall be used (article 10). The high-risk AI system shall have automatic recording ca-
pacity while the system is operating (article 12). It shall be designed and developed in
such a way to ensure that their operation is sufficiently transparent for the users (article
13) and that they can be effectively overseen by natural persons when in use (article 14).
Moreover, they shall achieve an appropriate level of accuracy, robustness and cybersecu-
rity, and maintain this throughout their lifecycle (article 15) Finally, adequate technical
documentation needs to be drafted that allows assessing compliance with the applicable
requirements set out in the proposed AIR (article 11).

8 Proposed AIR (n. 80) article 10(6).

87" See Proposed AIR (n. 80) article 10; in particular, 10(2)(e).

8 Proposed AIR (n. 80) article 10(3).

8 Proposed AIR (n. 80) article 10(4).

% Proposed AIR (n. 80) article 18(1).
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ically, one single document needs to be drawn that contains both, the
information mandated under the MDR, as well as information necessary
under the proposed AIR.”! An overarching requirement is set forth, that
this documentation needs to be “kept up to date” and is drafted in a way
that enables ascertaining compliance with the applicable requirements set
out in the proposed AIR.”> While the minimum requirements are out-
lined in the proposed AIR, further requirements could apply due to the
nature of the device in question. Moreover, in light of the technical pro-
gress, the European Commission has been delegated the power to specify
other requirements through relevant amendments in the proposed AIR
annex [V.”?

An essential element prior to placing on the market or putting into
service high risk pediatric devices is conformity assessment, an obligation
that generally lies with the providers (developers) of the devices.”* How-
ever, exceptionally, for health purposes derogation of this requirement
could be possible.”” This assessment is based on the quality management
system assessment of technical documentation, including granting of the
availability for the examination of the datasets used for developing the
device.” In examining the technical documentation, the notified body is
enabled to require that the provider supplies further evidence or carries
out further tests to enable a proper assessment of conformity of the Al
system with the applicable requirements. However, if the notified body is
not satisfied with the tests carried out by the provider, the notified body
shall directly carry out adequate tests, as appropriate.”” This mean that at
this stage, the notified body is entrusted with a far-reaching obligation in
carrying out the assessment.

For the users, of central importance is Article 13 that sets forth trans-
parency and provision of information requirements. It is required that
Al systems are designed and developed in a way that allows ensuring that
their operation is sufficiently transparent to enable the users of a device
to interpret the system’s output and use it appropriately.”® Moreover, this

9

Proposed AIR (n. 80) article 11(2).

92 Proposed AIR (n. 80) article 11(1).

% Proposed AIR (n. 80) article 11(3). See article 3(1 sic) for the definition of a provider.
9% See Proposed AIR (n. 80) article 19(1) and 43.

9 Proposed AIR (n. 80) article 47.

% Proposed AIR (n. 80) annex VII, section 4.3.

97 Proposed AIR (n. 80).

% Proposed AIR (n. 80) article 13(1).
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information shall meet certain quality requirements, including regarding
conciseness, completes, correctness and clarity, and be relevant, accessible
and comprehensible to the intended users of the device.” The regulation
sets forth further modalities of the information,'® including particular
requirements relevant for enabling the user to understand the perfor-
mance of the device. One of the challenges in pediatric care will relate to
ensuring that appropriate information is provided to the patients as users
of the devices, given the peculiarities of different patient groups.

7 Concluding reflections

As becomes rather apparent, none of the three legal instruments is con-
cerned with directly furthering the development of the pediatric MML
devices. What concerns the GDPR, it can be noted that a number of
mechanisms are inbuilt within the framework that enable and could even
further data processing. However, a closer look at the legal basis system
reveals a different image. While the GDPR sets forth various legal basis
for personal data processing, it does not address preconditions for ac-
cessing these data. The Member States retain freedom to decide who and
under what circumstances are able to access data for research purposes.
Consequently, in itself, it is insufficient for furthering scientific research.
For example, the GDPR in itself cannot be used as basis to claim access
to the patient data from the national electronic health records for scien-
tific research purposes in order that the development of pediatric MML
can take place. This could, however, happen if there is, for example, ap-
propriate national law in place securing the access.'”! This could be said
to be one of the central shortcomings in developing pediatric MML, as
often-multinational collaboration will be necessary to cater for the data
need for a particular patient group. More broadly, it could be